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SUMMAR Y

This document describes the work performed during the first phase

of NASA Contract NAS 5-9637. Phase I covered a six month period,

6 August 1965 to 6 February 1966. There were two basic goals for

Phase I. First to assimilate the status of the communications imple-

mentation now available over the range of frequencies from microwave

through optical and second to provide a program plan for Phase II of

the contract.

The progress of the study has been reported in two documents, a

Phase I first Quarterly Report and in this Final Report for Phase I. The

Final Report for Phase I includes and updates the material given in the

first Quarterly l_eport.

This document has two interrelated portions. They are the Phase I

Final Report and the Phase II Program Plan. The Phase II Program Plan

is composed of the portion of this document entitled "Reference Data for

Advanced Space Communication and Tracking Systems" and the master

Communication and Tracking Systems" will be updated during Phase II

according to the Master Phasing Schedule.

The Phase I Final Report, as included in this document, is given

in a brief narrative form relating the contractual requirements of Phase I

to the pertinent portions of this document.

The material presented as the Phase II Program Plan has been

developed in this issue into a useful volume of Reference Data. The

additions, updating, and refinements to be performed during Phase II

will result in the establishment of a design method and the documented

means to meet future space communication and tracking requirements.

This issue of "Reference Data for Advanced Space Communication

and Tracking Systems" has included material which emphasized optical

conTmunications. This is particularly noticeable in the sections dealing

with Communications Theory and with Modulators. Complementary

material for the radio spectrum will be added during Phase II to provide

design choices which match technology potential.
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PHASE I FINAL REPORT

The Hughes Aircraft Company entered into a contract with the

Goddard Space Flight Center to perform a "Parametric Analysis of

Microwave and Laser Systems for Communication and Tracking." The

first phase of that contract is complete. This document contains the

results of Phase I and presents a program plan for Phase II.

It is intended that the Final Report for Phase I, as summarized

in this section, serves as a guide to those portions of this document

where the results of the Phase I specified tasks are given. The Phase

I tasks and the corresponding accomplishments for Phase I will now be

noted.

TASK I

"The Hughes Aircraft Company is to review and

evaluate the various studies made to date in order

to ascertain estimates regarding the data require-

ments of future manned and unmanned planetary

missions, and thence deduce likely reouirements

ing and communication systems. Hughes Aircraft

Company will be provided with reports from the

various studies made to date; however, the Hughes

Aircraft Company shall not necessarily limit the

review to these reports. "

The reports provided the contractor were reviewed during Phase I.

Critiques for several of these reports were given in the First Quarterly

Report. Many other documents and reports have been reviewed and

studied for inclusion in "Reference Data for Advanced Space Communi-

cations and Tracking Systems." Each major section of this Reference

Data lists the references which were used in its compilation.

TASK II

"Based on the literature survey, the Hughes Air-

craft Company shall estimate the configurations of

the future spaceborne tracking and communication

systems only in sufficient detail to expose inter-

face and systems trade--offs imposed by these

vii



systems. When extrapolating the present state-of-
the-art to obtain the above estimates, a lead-time
of about ten (I0) years should be allowed for the
planning and design stages of a given mission."

The interfaces and system tradeoff study has been documented in

two areas of "Reference Data for Advanced Space Communication and

Tracking Systems." The first of these is the Methodology given in Sec-

tion 2. A major accomplishment in the formulation of this methodology

has been the establishment of functional relationships among the many

parameters involved in an operating space communication and tracking

system.

With the establishment of the parametric relationships, direction

is given to the various technological descriptions in terms of the required

data which must be documented. This direction has been followed to a

degree in the data presented in this issue; future issues will allow com-

plete coordination.

The second area of system tradeoffs accomplished in Phase I is

found in each technology area under "Theory." These subsections are

technology being discussed. These relationships provide a basis for

extrapolation of present state-of-the-art and for fundamental limitations

of parameter values.

TASK III

"The Hughes Aircraft Company shall evaluate the

capability or amenability to modification of the

available worldwide communication and tracking

syste1_s to accomodate the data, switchover,

acquisition, pointing, and other requirements of

future Microwave and Laser/optical communica-

tion and tracking systems. "

The capability of the present worldwide communication and track-

ing systems is given in Section 13, "Ground Receiving Sites" for both

optical and RF systems. Section 3, "Missions Analysis" adds signifi-

cantly to the evaluation by listing the perforn_ance goals of future space

programs.
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TASK IV

"A program plan for Phase II, based on the ground-

work performed in Phase I, shall be submitted

within six (6) months from the date of the contract

to the GSFC Technical Officer for review and

approval before the Hughes Aircraft Company pro-
ceeds with Phase II. "

The Program Plan for Phase II is given in this document in two

parts. The first is the "Reference Data for Advanced Space Communi-

cations and Tracking Systems. " This volume represents a methodology

for the basic design problems, data required to reduce the methodology

to practice and a format on which to add, refine and coordinate Phase II

effort.

The second portion of the Phase II Program Plan is in the form of

a master phasing schedule noted in the figure below. This indicates

that revisions will be made each quarter in "Reference Data for Advanced

Space Communications and Tracking Systems. "

This master phasing schedule was preparedwith the following

objectives in mind:

I. Material most likely to change is updated most often.

2. Subjects of greatest difficulty or most poorly understood at

present are given principal emphases.

3. Concentration on interpretation of the updated parameter

values andtheorganization of the various parameters into a body of

facts which provide the means for systems tradeoffs is emphasized

regularly throughout Phase II (e.g., regular occurrence of Tasks on

Mission Analysis and Systems Implementation).

ix
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I. 0 INTRODUCTION

I. I PURPOSE

"Reference Data for Advanced Space Communications and Tracking

Systems" is being produced for the Goddard Space Flight Center by the

Hughes Aircraft Company under NASA Contract NAS 5-9637. The pur-

pose of this contract is to perform a parametric study with the following

goals:

I. Perform overall systems trade-off studies in sufficient detail

to identify those :missions which will make the best use of

laser/optical, microwave, or a combination of microwave

and laser/optical communication and tracking systems.

2. Provide a plan for optimumly integrating such future micro-

wave and/or laser/optical communication and tracking

systems into present and future world-wide systems.

3. Provide overall systems design criteria or specifications

for microwave and/or laser/optical communication and

tracking systems.

This first issue of "Reference Data for Advanced 5pace Communi-

cation and Tracking" provides preliminary data for the achievement of

these goals. It will be refined and enlarged during Phase II to meet

these goals.

• The methodology section_ revised during the second

half of Phase I_ provides a basis for determining the

optimum communication and tracking systen_ configur-

ation_ whether it be at microwave_ millimeter waves_

or optical frequencies. The methodology section_ in its

detailed documentation of functional relationships_ also

establishes the parametric studies which must be per-

formed in each technological area.
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• Two sections of the Reference Data provided in this

issue will dominate in establishing a means of

integrating future space communication systems with

existing and future ground facilities. These are Section

3.0, Mission Analysis, and Section 13.0_ Ground

Receiving Sites. Mission Analysis is concerned with

overall future space mission goals and the facilities

for their achievement. Present Ground Receiving Sites

are documented in this issue. Subsequent issues will

refine this documentation and establish criteria for

future receiving systems.

• Space communication design_ using the range of fre-

quencies specified by this study, requires detailed

infornaation in a large number of technical disciplines.

The n_ajority of the information presented in this issue

of '_Reference Data for Advanced Space Communication

and Tracking Systems" describes these disciplines.

Each Reference Data section is formed of five basic subsections.

They are:

• Introduction

• Theory

• Performance

• Burden Relationships

• References

Each sub_;ection of this basic structure is used in the component

technology sections. However_ some sections are not completely

am__,nable to this organization of material and variations are allowed.

The intent of the: subsections is as follows.

1. 2. 1 Introduction

This subsection introduces the material of the section. The status

of lhc section in relation to its ultimate development may be noted.
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1.2.2. Theory

This subsection is designed to introduce the reader to the theory

of the technological area being discussed. Basic relationships are

given but extensive derivations are avoided. The theory is presented

as a guide for using the material of the section and as a means to

project future parameter capabilities.

1. Z. 3 Performance

This subsection contains the documented state of the art of the

technology. It lists new varients of the technology and tabulates

parameters and performance.

1. 2.4 Burden Relationships

This subsection contains the parametric relationships of the

section technology. Relationship of particular concern is parameter

values as a function of weight, cost, size, etc. Ancillary equipment

required by the technology are also described in this subsection.

1. 2.5 References

This subsection lists references used in the section proper. The

references are not intended as an extensive bibliography but rather

to direct the reader to the source of the documented material.

i. 3 UPDATING

Each major section of "Reference Data for Advanced Space

Gommunication and Tracking Systems" is dated. Several sections

will be updated each quarter of the contract. Table of Gontents notes

the current update of each section.
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2.0 COMMUNICATION SYSTEMS OPTIMIZATION METIIODOLOGY

Z. I INTRODUCTION

The complexity of evaluating the relative roles of laser systems

for future spacecraft communication and tracking applications, con-

sidering the broad spectrum of potential manned and unmanned space

missions, demands a unified methodical approach. As shown in Figure

2-1, the task is one of examining the study data compiled by communi-

cation components analysis, com:nunication theory analysis, and sys-

tems analysis studies; and then determining the optimum parameters

for communication systems. In brief, the communication components

analysis task provides data on the system parameters with relationship

to the burden (cost, weight, size, etc.) of the component implementa-

tion. The communication theory analysis provides the relationships

between the communication parameters, noise effects, and system

constraints. The systems analysis task provides the overall system

requirements, system constraints, and communication systems data.

C OM!VIUNICATION

COMPONENTS

ANALYSIS

COMMUNICATION

THEORY

ANALYSIS SYSTEMS
EVALUATION

SYSTEMS

ANALYSIS

Figure Z-l. Systems optimization flow chart.
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rather sinlply, its implementation will require a significant an_ount of

effort due to the large nulnber of paran_eters that must be considered.

This communication systeras optimization methodology section is

divided into sub-sections which treat the general optimization procedure

for optical and radio systems, followed by examples of the optimization

procedure. Next follows a parametric comparison of optical and radio

systems. The section concludes with a design methodology which sum-

marizes the results of the optimization methodology for optical and

radio systen_s, and presents short cut methods of evaluating systems.

2. Z OPTICAL COMMUNICATION SYSTEMS OPTIMIZATION

METHODOLOGY

The systems optilnization tasks of the optical communication

systems optimization methodology are illustrated by the flow charts of

figures Z-Z to Z-5. The communication components analysis, com-

munication theory analysis, and systems analysis tasks are mainly

devoted to the gathering of information for the systems evaluation task.

In this evaluation procedure the optimization problem has been

separated into the sequentlai determination ol the optimum system

parameters, the optimum transmission wavelengths and the optimum

amount of coding. In some cases it will be necessary to iterate the

optimization procedure to simultaneously determine the optimum

syste_n.

2.2. i Optical Communications Components Analysis

":"Transmitter Beamwidth Versus Burden. Laser transmitters operate

at the diffraction limit for which the beam divergence angle a is

I.ZZK
Ot --_

dt

where d t is the diameter of the transmitter aperture. The transmitter

beanawidth is often taken as the solid angle described by the diffraction

limited Airy disk which is Z_. A more conservative specification is to

":-'Thisnotation refers to figure Z-2.
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TRANSMITTER BEAMWIDTH VS. BURDEN.

RECEIVER BEAMWIDTH VS. BURDEN.

TRANSMITTER ACQUISITION AND TRACK ACCURACY
VS. BURDEN.

RECEIVER ACQUISITION AND TRACK ACCURACY VS.
BURDEN.

TRANSMITTER POWER VS. WAVELENGTH VS. BURDEN

RECEIVER PARAMETERS AND DETECTOR NOISE
EFFECTS.

TRANSMITTER TRANSMISSIVITY VS. WAVELENGTH.

MODULATION METHOD VS. MODULATION EQUIPMENT
BURDEN.

DEMODULATION METHOD VS. DEMODULATION
EQUIPMEN T BURDEN.

TRANSMITTER SOURCE AND CHANNEL CODING METHOD
VS. DATA PROCESSING EQUIPMENT BURDEN.

RECEIVER SOURCE AND CtIANNEL DECODING METHOD
VS. DATA PROCESSING EQUIPMENT BURDEN.

RECEIVER TEMPERATURE VS. COOLING EQUIPMENT
BUR DEN.

POWER SUPPLY POWER REQUIREMENT VS. BURDEN

HEAT EXCHANGER POWER REQUIREMENT VS. BURDEN

Cdt = f(d t) ©
C d = f(d r, Or)

r @
Cat T = f(dt) ®
Cat R = f(d r) ®
P = f(×, w) @

.G, i d, R L, Po' Bi' (k)/_

kE)
:B ° = f(Bd)

]_rt(k)
i ®

A

W m = f(Bo)

Pm= f(Bo)

W d : f(Bo) @
Wsc' Wcc @
Wsd' Wcd ®
T : f(w) Q

Pp = f(W) @
Px = f(w)

Figure 2-2. Optical communication components analysis flow chart.
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SIGNAL POWER AT RECEIVER OUTPUT FOR VARIOUS
TYPES OF RECEIVERS.

BACKGROUND NOISE POWER AT RECEIVER OUTPUT

FOR VARIOUS TYPES OF RECEIVERS.

SttOT NOISE POWER AT RECEIVER OUTPUT FOR

VARIOUS TYPES OF RECEIVERS.

THERMAL NOISE POWER AT RECEIVER OUTPUT FOR

VARIOUS TYPES OF RECEIVERS.

PROBABILITY OF ERROR VS. SIGNAL AND NOISE

POWER FOR VARIOUS MODULATION METHODS.

SOURCE CODING IMPROVEMENTS VS. CODING CON-

STRAINTS AND PENALTIES FOR VARIOUS SOURCE

CODING METHODS.

CHANNEL CODING IMPROVEMENTS VS. CODING

CONSTRAINTS AND PENALTIES FOR VARIOUS

CHANNEL CODING METHODS.

RECEIVER SIGNAL PROCESSING DETECTION

IMPROVEMENTS VS. CONSTRAINTS AND PENALTIES

FOR VARIOUS PROCESSL-NG METHODS

S = f lPL' 0t' "_' Tr' "Pc'Ta' G,

n' x' RL' ar' R' P°] C)

NB= f [Qb' dr' Or' "ra' Tr' G,

17, Bi ' Bo , RL 1

@
N H= f [Qb' dr' or, Ot' Tt' Tr' Ta'

l), Bi, Bo, _, PL' RL' G,

id' Po' R ! @

.T=:[T.Boi
@

.'I ....... I

e D - " I .... B' "H' "T|

ts _ C ®
B c = I(Bs)

Pe, c = f(Pe, s )

t
C_C ©

B D = I(Bc)

Pe, D = f(Pe, c )

B ° = f(BD) @

F'igure 2-3. Optical con_n_unication theory analysis flow chart.
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SOURCE INFORMATION RATE AND SOURCE PROBA-

BILITY OF DETECTION ERROR REQUIREMENTS FOR

VARIOUS TYPES OF DATA.

SOURCE AND CHANNEL CODING DELAY CONSTRAINTS

FOR VARIOUS TYPES OF DATA.

BACKGROUND NOISE EFFECTS.

ATMOSPHERIC ATTENUATION EFFECTS.

ATMOSPHERIC COHERENCE DISTURBANCE EFFECTS.

©
(Pe, s )MIN' "(Bs)MAX

"{_s, c + tc, c)MAX

@

Qb = f(A)

Q

Ta
@

_C ' T'C

®

Figure 2-4. Optical systems analysis flow chart.
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I EXPRESS PROBABILITY OF ERROR AS A FUNCTION OF SYSTEM I

PARAMETERS FOR VARIOUS TYPES OF MODULATION AND DETECTION E1 I

EXPRESS SUBSYSTEM PARAMETERS AS A FUNCTION OF SUBSYSTEM

BURDENS

EZ

I OPTIMIZE SUBSYSTEM BURDEN ALLOTMENTS E3

I

t !

DETERMINE SYSTEM PARAMETERS

OPTIMIZE TRANSMISSION WAVELENGTH

l
!
!

____3

OPTIMIZE SOURCE AND CHANNEL CODING

EXPRESS COMMUNICATION RANGE AS A FUNCTION OF SYSTEM COST

FOR OPT_,_UM BURDENS, REQUIRED PROBABILITY OF ERROR, A_ND

REQUIP_ED SOURCE DA_NDWIDTH

Figure 2-5. Optical systems evaluation flow chart.
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take the trans_itter beamwidth, @t' as the solid angle described by the

half intensity points of the diffraction pattern. This angle is

approximately

k

0t = d--%-

The burden of a laser transmitter optical system in terms of weight is

generally proportional to some power of the aperture diameter. Thus,

nt

Wdt = Kdt (dt)

where

Wd t

Kd t

n t

= transmitter optical system weight

= constant relating transmitter optics weight to

aperture diameter

= constant

The cost burden is the cost of fabricating, the transmitter optical system

which is proportional to some power oi the aperture alameter, anathe

cost of placing the weight Wdt into orbit. The total laser transmitter
optics cost is

m t n
= (dt) + (dr) t

Cd t NO t KsKd t

where

Cd t

K@ t

m t

K
S

= transmitter optics cost

= constant relating transnaitter optics fabrication cost

and aperture diameter

= constant

= cost per unit weight for spaceborne equipment

Receiver Beanuwidth Versus Burden. An optical receiving system for

laser comlzmnications is generally not operated at the diffraction limit

because, with the large receiving dishes required to gather sufficient

2-7



signal power, the diffraction limited receiver beamwidth is too small

to accurately view the transmitter with a practical tracking system.

The receiver field of view, @ , is determined by the physical size of
r

the detector and the focal length of the optical systezn for a fixed

receiver aperture size.

Thus, for a fixed detector size the receiver field-of-view is

inversely proportional to the focal length.

= 2 cot-l[ Zfd]

er [-_-dJ for er d
>!

r

where

fd = receiver focal length

d d = detector diameter

d r = receiver aperture diameter

OBJECT

INFINITY

DETECTOR
SURFACE

Figure 2-6. Field of view and focal length geometric relationship.

In general, short focal length optical systems impose a cost

burden in building high quality apertures. Long focal length systems

impose penalties of long or co1_nplex folded telescopic structures with

an associated weight increase to house the optical system. Figure 2-7

illustrates the receiver field of view plotted as a function of the focal

length with appropriate limitations.
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8"

90 °

RECEIVER

FIELD-OF-VIEWj _r

L
0

SHORT FOCAL L E NGTH

LIMIT DUE TO APERTURE

PLIMENTATION RESTRICTIONS

I .O IFFRACTION

RECEIVER FOCAL LENGTH_ f¢l

LIMIT

Figure 2-7. Receiver focal length vs. receiver field of view.

For a receiver field of view greater than the diffraction limit the

fabrication cost will be proportional to some power of the receiver field

of view. If the field of view is determined by the diffraction limit the

fabrication cost will be proportional to a power of the receiver aperture

diameter. The total fabrication cost as shown in figure 2-8 is

m s

K0 (dr) r + Kf, (Or) r
.I." t._

_4

o
(.>

z
o

¢J

I_ _ DIFFRACTION LIMIT

KOr(d r I mr

RECEIVER FIELD OF VIEW,, _r

Figure 2-8. Receiver optical system fabl'ication cost vs.
recciver field of view.
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K 0
r

Kf d

ln
r

s
r

= constant relating receiver aperture fabrication cost

and aperture dian_eter

= constant relating receiver optical system fabrication
cost and receiver field of view

-- constant

= constant

For a ground-based receiver system the total receiver system

cost is this fabrication cost plus the cost of receiver site installation.

If it is desirable, however, to place the receiver into orbit to be used

as a relay station from the DSV to a ground site the spacecraft instal-

lation and orbiting costs must be included. The cost to orbit the

receiving system is proportional to the weight of that system. The

burden of an optical receiving system in terms of weight is generally

proportional to a power of aperture diameter. Thus,

n

Wd = Kd (d r) r
r r

where

W d
r

K d
r

= receiver optical system weight

= constant relating receiver optics weight to

aperture diameter

n = constant
r

The cost burden for an orbiting receiver system is the cost of

fabricating the receiver optics and the cost of placing the receiving

aperture into orbit.

rf'. s n

Cdr = K0r (dr) r + Kf d (8)r r + Ks Kdr (dr) r
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where

C d
r

= receiver optics cost

Transn_itter Acquistion and Track Accuracy Versus Burden. The

transmitter must acquire the receiver with some minimum probability

of acquisition under fixed acquisition time limits and then maintain an

angular tracking accuracy to some fixed error. Acquisition probability

and acquisiton time are direct functions of the transmitter beamwidth.

However, the fabrication cost, CaT , of the acquisition equipment is

relatively independent of 0 t. Thus let

: KaT

= constant fabrication cost of transmitter acquisiton
equipment

CaT

where

KaT

The tracking accuracy requirement may be stated as some fixed

percentage of the transmitter beamwldth. Thus,

where

= 0 t0 t kot

E
0

t
transmitter tracking accuracy

= transmitter tracking accuracy constant
k0 t

The fabrication cost, CtT , of the tracking equipn_ent is proportional to

the tracking accuracy, and hence, to the transmitter beamwidth. Since

the transmitter is diffraction limited the cost is a function of the trans-

mitter aperture diameter. The cost function may be expressed as,

Pt

CtT = KtT (d t)

2-ii



where

KtT

Pt

= constant relating fabrication cost of transmitter tracking

equipment to aperture diameter

= constant

The weight of the transmitter acquisition and track system is

relatively insensitive to the accuracy and depends primarily on the

weight of the transmitter optics.

w t = WST + KWt (Wd t)

where

W t = weight of transmitter acquisition and track system

WST = weight of transmitter sensor, stabilization and
acquisition systems

KWt = constant relating weight of transmitter tracker gimbal
system to weight of transmitter optics

Wdt = weight of transmitter optics

The total cost burden of the acquisition and track system, C arT '

for the transmitter is then

Cat T = CaT + CtT + Ks Wt

or

pt [wCatT = KaT + KtT(dt) + Ks ST
+ KW t Kd t (dt)nt]l

The power requirement of the transmitter acquisition and track

equipn_ent, ParT' is directly proportional to the weight of the acqui-

sition and track system.

PatT = K W t
PatT

2-12
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where

K

Part
= constant relating weight of acquisition and track

equip1_ent to power requirements

Then,

PatT = K WST + (dt)
PatT KWt Kdt

Receiver Acquisition and Track Accuracy Versus Burden. The

receiver must locate the transmitter in its field of view and track it

with some tracking accuracy. The fabrication cost, CaR, of the

acquisition equipn]ent is relatively independent of the receiver field of

view.

CaR = KaR

where

KaR = constant fabrication cost of receiver acquisition

equipment.

The tracking accuracy requirement may be stated as some fixed

percentage of the receiver field of view. Thus

= k@ Or
8r r

where

r_r

@
r

receiver tracking accuracy

k --
@
r

receiver tracking accuracy constant

The fabrication cost, CtR , of the tracking equipment is proportional to

the inverse of solne power of the tracking accuracy, and hence to the

inverse of transmitter bean_width.

-qr

CtR = KtR (O r )
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where

KtR = constant relating cost of receiver tracking equip_ent
to receiver field of view

qr = constant

The weight of the receiver tracker is relatively insensitive to the

accuracy, and depends primarily on the weight of the optics.

W = + K w W dr WSR
r r

whe re

W = weight of receiver acquisition and tracking system
r

WSR = weight of receiver sensor, stabilization, and
acquisition system

K W = constant relating weight of receiver tracker gimbal
r system to weight of receiver optics

"iXT

r

The total cost burden of the acquisition and track syste1_ for the

receiver, Cat_K , is then

Cat R = Cal _ + CtR + K S W r

8
a

0
O1"

Cat R = KaK + Ktl _ (O r) + K s WSR + K W K d (d r)
r r

The power requirement of the receiver acquisition and track

equipment, Patl_' is directly proportional to the weight of the acquisi-

tion and track system.

Pattk = Kp W r
air
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whe re

Kp
atR

: constant relating weight of receiver acquisition and

track equipment to power requirement

Then,

Parr = KPat R WSR + KWr Kd r (dr)nr]

Transmitter Power Versus Wavelength Versus Burden. Laser trans-

mitters are available only at discrete wavelengths, and each laser is

capable of operation over only a restricted range of output power by

increasing the laser pumping power. Thus, no functional relationship

exists between laser power, wavelength, and burden. However, it is

possible to tabulate the maximmn and minimum power output of lasers

at the available wavelengths, and then form envelopes of the maxima

and minima and illustrated in Figure 2-9.

LASER
POWER

OUTPUT

PL

WAVELENGTH, X L

Figure 2-9. Laser power versus wavelength.

Curve fitting to these envelopes will allow the developn_ent of

approximate analytic functions describing laser power as a function of

wavelength.

The laser weight, W L, and fabrication cost, CLT, is approxi-

mately proportional to the laser power output.
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W L = KLTP L

P
CLT = KP L L

where

KL T

Kp
L

= constant relating laser weight to output power

= constant relating laser fabrication cost to output power

Including the cost of placing the laser aboard a spacecraft, the total

laser cost, CpL, is

I = PL + KsKLPLCP L KP L

The power requirement of the laser, PPL ' is

_PL k
e

where

PL : laser transmitter power

k = laser power efficiency
e

U

g

g
,|

|

8
g
R

g
g

The corresponding power dissipation of the laser, PDL' is

PDL = PL

1 - k
e

k
e
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Receiver Parameters and Detector Noise Effects.

is characterized by the following parameters:

T] - Quantum efficiency

id - Dark current

G - Photo Detector gain

R L - Receiver load resistance

Po - Local oscillator power

B i - Optical input filter bandwidth

B o - Receiver output filter bandwidth

An optical receiver

Transmitter Transmissivity Versus Wavelength. The transmitter

modulator and beam forming optics will cause a loss of transmitted

energy due to absorption and reflection. The ratio of the transmitted

power to the laser power generated is defined to be the transmitter

transmissivity. Since the absorption process is frequency dependent,

the transmitter transmissivity is a function Of wavelength. Thus,

PT = Tt PL

where PT = transmitted power at transmitter aperture

I-', = laser Dower

Receiver Transmissivity Versus Wavelength. The receiver signal-

gathering optics and optical input filter contribute a power loss due to

reflection and absorption which is characterized by the wavelength-

dependent receiver transmissivity, Tr, which is also likely to be field-

of-view dependent since the optical transmissivity of filters is a function

of the angle of incidence to the incoming radiation. In heterodyne or

homodyne reception an additional angle dependent loss factor is incurred

through the angular sensitivity of the photornixing process. The rela-

tionship between input power to the receiver and input power to the

detector is

PS

where

PS

PR

= T P
r R

= power incident upon detector

= power incident upon receiver

2-17
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Modulation Method Versus Modulation Equipment Burden. Each type

of modulation (intensity, frequency, polarization modulation), will

require a different type of modulator. As the modulation bandwidth

increases, the modulator power will increase. The modulator equip-

ment weight W m, is proportional to some power of the information

ba ndw id th.

w (Bm = KW D )a
m.

where

B D

K W
m

= modulation bandwidth

= constant relating weight of modulation equipment to
modulation bandwidth

a = constant

The cost of the modulation equipment is the fabrication cost which

is a function of modulation bandwidth and the cost of placing the equip-

ment aboard a spacecraft. The fabrication cost is generally propor-

tional to some power of the information bandwidth. Thus, the total cost

is

m m ' *'S *'W _"-'D I
m

where

C = modulation equipment cost
m

K
m

constant relating fabrication cost of modulation equip-
ment to modulation bandwidth

The power requirement of the modulation equipment,

proportional to its weight.

Pm = Kp K w (BD)a
m m

where

Pm, is

P
m

: modulation equipment power requirement

Kp
rn

= constant relating modulation equipment power require-
ment to equipment weight.

L_emodulation Method Versus Demodulation Equipment Burden. The

demodulation equipment consists of an optical receiver (direct, hetero-

dyne, or homodyne detection) followed by a radio receiver (square law,

synchronous detection) if necessary. For each type of demodulation

2-18
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system the equipment weight is proportional to some power of the

receiver bandwidth.

W d (Bo)C= KWd

where

W d

B
O

= demodulation equipment weight

= receiver bandwidth

KWd = constant relating weight of demodulation equipment toreceiver bandwidth

c = constant

The cost of the demodulation equipment is the fabrication cost

which is a function of receiver bandwidth, and the cost of placing the

equipment aboard a spacecraft. The fabrication cost is generally

proportional to some power of the receiver bandwidth. Thus, the total

cost is

C d

C d

K d

)d
= K d (B o + K S KW d (Bo)C

= demodulation equipment cost

= constant relating fabrication cost of demodulation equip-
ment to receiver bandwidth

d = constant

The power requirement of the demodulation equipment will be

proportional to its weight.

Pd Wd= KPd

where

Pd = demodulation equipment power requirement

Kpd = constant relating demodulation equipment power require-ment to equipment weight.

Transmitter Source and Channel Coding Method Versus Data Process-

ing Equipment Burden. At the transmitter, source coding may be

2-19



performed to reduce the redundancy of the data to be transmitted in

order to conserve modulation bandwidth. Channel coding also may be

performed for purposes of data synchronization, and to reduce the

probability of detection error. Source and channel coding may be

described by the cost and weight burdens of the data processing equip-

ment required for their implementation.

CcT = KcT + K Ws cT

where

C
cT

K
cT

K
S

= cost of transmitter coder

= fabrication cost of transmitter coder

= cost per unit weight of spaceborne equipment

WcT = weight of transmitter coder

The weight and fabrication cost of the coder are functions of the band-

width reduction factor and probability of error reduction factor of the

cudhlg _ y _.,a ....

KcT = fKc ' Pe,D/

and

(B_D Pe, S )WcT = fWcT ' Pe,D

Thus,

CcT = fKc T

e,S e,S
' p + Ksf W -- ,

e cT BD Pe, D

The power requirement of the coder is proportional to its weight

BS P /
• e,S

PcT = KWcT fWcT _ ' Pe,D/
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where

PeT = power requirement of coder

IKW = constant relating weight of coder to its power require-
cT ment

Receiver Source and Channel Decoding Method Versus Data Process-

n

Q

ing Equipment Burden. Given the source and channel coding method

utilized at the transmitter, the source and channel decoders may be

described by the cost and weight burdens of the data processing equip-

ment.

GcR = KcR + KsWcR

where

CcR

K
cR

W
cR

= cost of receiver decoder

= fabrication cost of receiver decoder

= weight of receiver decoder

J.J_tb "_'_A_1,1, C_-|AU J._U _'_4"" .... _4- 4£ _-I _ _ .... 1_ @. _: . --L_._..C_L.J.K2aZ I.._,ml. _J. L,21_ u_a,k,K/K4_a. _.i"_ J.UtAK,_AV*.A_ _ _ILIA_

bandwidth reduction factor and probability of error reduction factor of

the coding system.

KcR = fKcR ' Pe, D/

and

I% Ie,S

WcR = fWc R ' p e,D

Thus,

CcR = fKcR BD ' Pe, D/ + KsfWcR ' P e,D

The power requirement of the decoder is proportional to its

weight

2-21
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or

BS Pe,_____SS

PcR : I<WcR B D P
e,D

where

PcR = power requirement of decoder

KWcR = mentC°nstant relating weight of decoder to its power require-

Receiver Temperature Versus Cooling Equipment Burden. Thermal

noise and detector dark current shot noise are proportional to the

temperature of the receiver. Both noise sources can be reduced in

magnitude by cooling the receiver. The temperature of the receiver

may then be expressed as some function of the burden in terms of cost

or weight of the cooling equipment.

%-, -- I.% "I I.%

Y Y s y

where

C
Y

K
Y

K
s

= cost of cooling equipment

= cost of fabrication of cooling equipment

= cost per unit weight of spaceborne equipment

W
Y

= weight of cooling equipment

The weight and fabrication cost of the cooling equipment are

functions of the required receiver noise temperature.

K = fK (T)
Y

Y

and W : fw (T)Y
Y

2-Z2

B

Q

Q

I

Ill

B

B

B

B



G

|

|

u

|

l

l

Thus,

C = fK (T)+K fw (T)y Y s Y

The power requirement of the cooling equipment is proportional

to its weight

P = Kp fw (T)Y
Y Y

where

P
Y

Kp
Y

= cooling equipment power requirement

= constant relating weight of cooling equipment to its
power requirement

Power Supply Power Requirement Versus Burden. The input power

requirements of the transmitter and receiver specify the power

requirement for their respective power supplies. The power supply is

defined here to include the power source plus voltage or current con-

version equipment, The power supply power requirement may then be

the cost of placing the equipment aboard a spacecraft.

CpT = KpT PT + KsKWTPT

where

GpT = cost of transmitter power Supply

KpT

P
T

K
s

constant relating fabrication cost of transmitter power

supply to power requirement

transmitter power supply power requirement

= cost per unit weight of spaceborne equipment

KWT = constant relating weight of transmitter power supply
to power requirement

and

CpR : KpRPPR + KsKwRPPR
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where

CpR = cost of receiver power supply

KpR = constant relating fabrication cost of receiver power
supply to power requirement

P
R = receiver power supply requirement

K
s = cost per unit weight of spaceborne equipment

KWT = constant relating weight of receiver power supply to
power requirement

The transmitter power supply requirement is

PT : P + + +
m PPL PcT ParT

where

P
m = Kp K w

m m

)a(B D : modulation equipment power

P
L

PPL - k
e

- laser pumping power

PcT = KWcTfWcT ' Pe,D/ = Transmitter coder power

Part : KPat T [WsT +KwtKdt(dt) = transmitter acquisition and
tracking equipment power.

Then,

CpT :

Kp K w
m

KpT + KsKWT ]

(Bo)a+ _-- 4KWcTfWc T ' p-" +
m e e,

WsT + KwtKdt(dt )nt]

The receiver power supply requirement is

PR : Pd + PcR + Parr + P
Y
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where

Pd = " (Bo)C
KP d Kw d

PcR = KWcRfWcR

PatR = KPat R [WsR

r-

P : Kp F W (T)Y
Y Y

Then,

= demodulation equipment power

Pe, D/ = decoder power

n*1+ K W K d (dr) = receiver acquisition
r r and tracking equip-

ment power

= cooling equipment power

CPr = [ Kpr + KS KWR]

KPdKWd(Bo)C + KWcRfWcR(-_D ' Pe,D/ + KPatR

[...... nr] ]
IVVcD "rK W K d ta i) I "* K.-, f... t'rJt

L _'" r r j ,-y vvY j

Heat Exchanger Power Dissipation Requirement Versus Burden. The

various components of the transmitter and receiver will dissipate a

certain amount of power which must be eliminated to maintain the over-

all transmitting and receiving units at some ambient temperature. A

separate heat exchanger may be required for the laser transmitter.

The cost burden of the heat exchanger may be expressed as a function

of the power dissipated by the laser.

CHT

where

GHT

KH T

= KHT PDL + KsKxT PDL

= cost of transmitter heat exchanger

= constant relating fabrication cost of transmitter heat

exchanger to power dissipation
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PDL = power dissipated by laser transmitter

N
S

= cost per unit weight of spaceborne equipment

t<XT = constant relating weight of transmitter heat exchanger
to power dissipation

The laser power dissipation is

1 -k
e

PDL - k PL
e

PL

Z.Z.Z Optical Communication Theory Analysis

Signal Power at Receiver Output for Various Types of Receivers. The

signal power at the output of each type of receiver will be a function of

the laser transmitter power, the transmitter optical system, path

parameters such as the atmospheric transmissivity, the receiver
f

optical system, and the optical receiver parameters. The H_ajor

parameters are listed below.

S = receiver output signal power

PL = transmitter power

@t = transmitter beamwidth

Tt = transmitter transmissivity

Tr = receiver transmissivity

T = atmospheric transmissivity
a

T = atmospheric scintillatio_ transmissivity
c

qbc = spatial coherence factor

G = photodetector gain

q = photodetector quantum efficiency

X = wavelength

*Refers to notation of Figure Z-3
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R = range

R L = receiver equivalent load resistance

d = receiver aperture diameter
r

P = receiver local oscillator power
o

Background Noise Power at Receiver Output for Various Types of

|

|

II

llo ®

Receivers. The background noise power at the output of each type of

receiver will be a function of the background spatial power spectral

density, the receiver optical system, path parameters, and the optical

receiver parameters. The major parameters are listed below.

N B = receiver output background noise power

Qb = spectral photon radiance of background

d = receiver aperture diameter
r

Or = receiver field of view

Ta = atmospheric transmissivity

T = receiver trans_issivityr

G = photodetector gain

TI = photodetector quantum efficiency

B. = receiver input filter bandwidth
I

B = receiver output filter bandwidth
O

R L = receiver equivalent load resistance

Shot Noise Power at Receiver Output for Various Types of Receivers.

The shot noise power at the output of each type of receiver will be a

function of the average detector current due to the signal, background

noise, the local oscillator, and dark current. The major parameters

are listed below.

N H = receiver output shot noise power

Qb = spectral photon radiance of background

d = receiver aperture diameter
r

2-27
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Or = receiver field of view

r t = transmitter transmissivity

Tr = receiver transmissivity

ra = atmospheric transmissivity

0 t = transmitter beamwidth

1] = photodetector quantum efficiency

G = photodetector gain

B. = receiver input filter bandwidth
1

B = receiver output filter bandwidth
O

k = wavelength

PL = transmitter power

P = receiv'er local oscillator powero

R L = receiver equivalent load resistance

it = photodetector dark current

R = range

Thermal Noise Power at Receiver Output for Various Types of

Receivers. The thermal noise power at the output of each optical

receiver with resistive elements will be a function only of the receiver

temperature and output bandwidth according to the Johnson formula.

N T = kTB °

where

k = Boltzsmanns constant

T = receiver temperature

B = receiver output filter bandwidth
o

Probability of Error vs. Signal and Noise Power for Various Modula-

tion Methods. .All communication systems which transmit time

samples of an information signal can be characterized by the probabil-

ity of detection error per sample or bit period. The probability of
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detection error will in general be some rather complex function of the

signal, background noise, shot noise, and thermal noise power. In

many practical cases the expressio :_ay be approximated by stating

the probability of error as a functic: ,Jr signal-to-noise ratio.

Source Coding Improvements vs. Coding Constraints and Penalties for

|

!

|

8

8

Various Source Coding Methods. Most source coding methods achieve

a bandwidth reduction at the expense of reducing the quality of the

information, increasing the susceptibility of the information to errors,

creating time delays between the generation and utilization of the

information, or some combination of these effects. The latter two

effects can be quantatively described by the source coding and decoding

time delay factor t and the functional relationship between the
' SC j

required probability of detection error of the source information with

and without source coding. Thus,

P = s )e, c f(Pe,

where

P
e_s

probability of detection error required for satisfactory

transmission of source information without source

coding

P
e,c

= probability of detection error required for satisfactory

transmission of source information with source coding

The bandwidth reduction obtained by source coding will be given by the

functional relationship between the source and channel bandwidths.

Bc = f(Bs)

where

B = source bandwidth
S

2-29



]3 = channel bandwidth
C

© Channel Coding Improvements vs. Coding Constraints and Penalties

for Various Channel Coding Methods. Most channel coding methods

achieve a probability of detection error reduction at the expense of

accentuating the effect of errors, increasing the channel bandwidth,

creating time delays between the generation and utilization of the

information, or some combination of these effects. The latter two

effects can be quantatively described by the channel coding and decod-

ing time delay factor, t and the functional relationship between the
CC'

information and channel bandwidths. Thus,

Bo = f(Bc)

where

B = channel bandwidth
C

B D = information bandwidth

The probability of error reduction obtained by channel coding will be

given by the functional relationship between the channel and informa-

tion probability of error.

P = c )e, D f(Pe,

where

p _.

e,c
probability of detection error required for satisfactory

transmission of channel information without channel

coding.
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P
e_D =

probability of detection error required for satisfactory
transmission of channel information with channel

coding.

Receiver Signal Processing Detection Improvements Vs. Constraints

and Penalties for Various Processing Methods. The format of the

channel data and the quality of the receiver output filter determine

the relation between the channel rate and the receiver output filter

bandwidth. Allowance must often be made for frequency drifts in the

transmitter and local oscillator as well as for doppler shifts. The

result is the functional relationship

B o = f(B D)

where

B D = modulation bandwidth

B = receiver output filter bandwidth

2.2.3 Optical Systems Analysis

*Source Information Rate and Source Probability of Detection Error

Requirements for Various Types of Data. For each type of data to be

transmitted there will be a set of requirements specifying the rate of

the data source and the probability of detection error required to

achieve a certain degree of transmission fidelity.

Source and Channel Coding Delay Constraints for Various Types of

Dat_____aa.For each type of data to be transmitted there is a minimum

acceptable total delay from the time of generation to the time of

utilization of the data.

* Refers to notation of Figure Z-4

2-31



@

@

Background Noise Effects. The background noise will be expressed as

a power spectral density in both frequency and space so that the back-

ground noise power input to the optical receiver may be found by inte-

grating the background power spectral density Qb over the input filter

bandwidth and the receiver field of view° The various background noise

sources to be considered are sunlight reflected by the earth's atmos-

phere and surface, the moon, the planets, and star light.

Atmospheric Attenuation Effects. Optical signals traveling through the

atmosphere will experience a transmission loss due to absorption and

scattering by particles in the atmosphere. The ratio of the intensity

of light leaving the transmitter to the intensity of light entering the

receiver is the atmospheric transmissivity T a whose value is depend-

ent upon the transmission wavelength.

Atmospheric Coherence Disturbance Effects. The atmospheric index

of refraction will be time varying because of wind and thermal gradi-

e__ts in _e _mo_ph_re. 'Fhis will cause a sclntlILatlon ellect in which

the received signal beam will occasionally move entirely or partially

out of the receiver field of view. This effect is usually described by

an atmospheric scintillation transmissivity constant Tc. In addition,

changes in the composition of the atmosphere will cause perburbations

in the phase fronts of the transmitted beam. This will destroy the

spatial coherence of the beam and reduce the receiver collector area

over which heterodyning may be performed. The relationship between

atmospheric effects and this coherence area is presently ill defined.

For heterodyne and hollnodyne detection systems in which spatial coher-

ence is critical, the effect of the atmosphere may be described by

the beam coherence area over which optical mixing may be performed.

The coherence area limits the usable size of the receiver aperture.
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Z.Z.4 Optical Systems Evalualion

Express Probability of Error as a Function of System Parameters for

Various Types of Modulation and Detection. For each combination of a

modulation and detection method the probability of detection error may

be expressed in terms of the system parameters.

P : f [PL' et' e, d r ¢t' Tr' 7C Ta, G, _, id RL, Pe, D " ' _ ' o'

B i, B o, T, k, R]

Express Subsystem Parameters as a Function of Subsystem Burdens.

Composite relationships may be developed between the subsystem

parameters which appear in the probability of error expression and the

various subsystem burdens by manipulation of the following set of

functional relations.

m t n t

_ Cd t = Kst + KsKdt(d t) (d t)

C_ C d = K 0 (dr) " + K K d (dr) + Kfd (Or) "r r s r

pt ICat T = KaT + KtT (d t) + K s WST
n t

+ Kwt Kd t (d t) ]

CatR

L

id =

Y

qr [ °r1= KaR ÷ KtR (O r ) + Ks WSR + KW Kd (dr)
r r

Kp + KsKL 1 PL L

(T) + K s (T)
fKy fWy

*Refers to notation of Figure 2-5
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CpT = [KpT + KsKWT ]

P
L

Kp K W (Bd)a +_
l'n m e

+ KPatT [WsT + KwtKdt (dt)nt]

= + (Bo)C
C PR [KpR Ks KWR] KP d KW d

+ + K W K d (d r) + KpKPat R WSR
r r y

CHT = KHT + KsKXT PL

The expressions for Q, _ and @ combinetogivea

relationship between transmitter aperture diameter and the cost, Ct,

of the transmitter optics and associated tracking equipment which is

dependent upon the transmitter aperture diameter.

Pt I_+ ,i+ nf

C t =- KtT(d t)/ +. Kot /(d t) + KsKdt /(dt) - + Kst_d" t KW//t (dt)

fabrication cost fabrication weight cost weight cost of
of Xmtr tracker cost of Xmtr Xmtr optics Xmtr tracker

optic s

n t

+ KPatTKWtKdt (dt)

/
power cost of
Xmtr tracker

In sin_plified form

Pt
C t = K )

Pt (dr
+K

m t

m

(dr) t +K
n t

n t

(d t)

where

Pt KtT

2-34

W

|

8

D

B



Q

8

w

Q

D

0

Kl_ t K0 t

Knt Kdt KWt atT KWt

The expressions for _, Qand G con_bine to give a rela-

tionship between receiver aperture diarneter and the cost, C , of the
r

receiver optics and associated tracking equipment which is dependent

upon the receiver aperture diameter.

C
r

m m n

_=_ Ke (dr) r + Ks Kd (d r) r + KsKd KW (dr) r

r r

_/ r/ /
fabrication weight cost of weight cost of

cost of Rcvr optics Rcvr tracker

Rcvr optic s

n

+ KPatRKWr Kdr (dr) r

/
power cost of Rcvr

tracker

In simplified form

m, n
r

C = K )r m (dr + K (d r) rn
r r

where

K - K
m @

r r

KmKd{Ks   W  K rr at KW}
The

expressions for _C2_ and C_ combine to give a relationship

between receiver beamwidth and the cost, Cp, of the receiver optics

which is dependent upon the receiver field of view.
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s -qr

_ Kf D (@r) r + Kt R (Or) i
fabrication fabrication

cost of cost of

Rcvr Rcvr

optics tracke r

In simplified form

s -qr
C = K (Or) r + K (Or)
P Sr qr

where

I

g

g

|

KSr - KfD g

K

qr --- K_R

The expressions for _, _, and G

.............. ,[ .... /.

associated power supply and heat exchanger which is dependent upon

the laser power.

combine to give a

r_f 'tho l::,_:_.-n _'nrt th_
J..,"

C
L

KpT KsKwT

Kp PL 4 KsKLP L +_ PL + P
L k L

_ / e/ o/
fab a- weight fabrica- weight cost
tion cost cost of tion cost of laser

of laser laser of laser supply

supply supply

/
fabrication cost weight cost of heat

of heat exchanger exchanger

In simp]ified form

|
m
R

|

, |

8

g

CL = KLPL 0
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whe r e

K L - Kp + K K L + KWT + + KPT

Optimize Subsystem Burden Allotments. For the optimum transmis-

sion wavelength the subsystem burden allotments may be optimized by

minimizing the probability of error as a function of the subsystem bur-

dens for a fixed range and source bandwidth. Since the probability of

error, range, and bandwidth are all monotonically related the minimi-

zation of probability of error maximizes range and bandwidth.

The minimization of probability of error is under the constraint

that the total system cost is constant. The total systenq cost is com-

posed of a fixed part, which is not affected by the subsystem parame-

ters of the probability of error expression, and a variable part which

._.q cl_nenrtent ,nnn the..quh.qv._tarn naramet.ar.q.

C T = C v + C F

with

and

C V = CL+ Ct+ C +Cp r

where

C F = CTF + Cp_ F

C T :

C V :

C F :

C =
Z

total system cost

variable part of total system cost

fixed part of total system cost

cost of transn_itter, transmitter power supply, and trans-

n_ittcr heat exchanger which is dependent upon transmit-

ter power.
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Cp =

C =
r

CTF =

CRF =

cost of transn_itting optics, acquisition and track equip-

naent, and associated power supply which is dependent

upon transmitter aperture dian_eter.

cost of receiving optics and acquisition and track equip-

ment which is dependent upon receiver field of view.

cost of receiving optics, acquisition and track equipnaent,

and associated power supply which is dependent upon

receiver aperture diameter.

cost of receiver cooling equipment which is dependent

upon receiver temperature.

fixed costs of transmitting system equipment which are

dependent only upon information bandwidth and probability
of error.

fixed costs of receiving system equipment which are

dependent only upon receiver bandwidth and probability of

error.

The optimization problem reduces to the minimization of the

probability of error expression as a function of the variable subsystem

parameters

P : f d PL'e. s (dt' r' Or)

where the subsystem parameters are related to the subsystem burdens

by

Pt rnt nt

C t = K (dt) + N (d t) + K (dt)
Pt mt nt

m n

C = K ._{dr) r + K ..(dr) rr m n
r r

s r -qr

C : K (Or) + K (Or)
p s r qr

CL= KLP L

under the linear constraint that the total variable cost remains

constant.

C V = C t + C + C + C L
r p
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If the expressions for the subsystem burdens can be inverted,

the resultant expressions for the subsystem burdens may be substi-

tuted into the formulation for the probability of error which then may

be minin_ized by partial differentiation. If the subsystem burden

expressions are not easily invertable, the optimization may be found

by the calculus of variations or by numerical techniques.

Determine Subsystem Parameters. With the optimum subsystem bur-

dens it will be possible to determine the values for each of the system

parameters by solution of the following sets of equations for dto d' ro'

PLo' and Oro.

Pt mt nt
Cto = K (dto) + K + K

Pt mt (dt°) nt (dr°)

m n
r

= K +K
Gro m (dro) n (dro)

r r

Po

CLo =

where

dto =

d =
ro

e =
ro

PLo =

Cto =

C
ro

C =
Po

CLo =

s -q
K (0._) T+ K (@) r

r r

KL PLo

optimm-n value of transmitter aperture

optimum value of receiver aperture

optimum value of receiver field of view

optirnmn value of laser power

value of C t for optinaum transmitter aperture

value of C
r

value of C
P

value of C
L

for optimum receiver aperture

for optimum receiver field of view

for optin_un_ laser power
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Optimize Transtnission Wavelength. The probability of error expres-

sion can be written in terms of its wavelength dependent factor by sub-

stitution of the following set of functional relationships.

k
O t = dt

PL : fP (;k)
L

_ = gn(k);G

G Tt = (k)
g-r t

(_ = (×)
Tr gTr

Qb " (k)
= fQb

= f (X)Ta T
a

= K G for k < kcutoff; Po = fp (X)
o

No general analytic method exists for the minimization of the probabil-

ity of error since many of the wavelength dependent subsystem

parameters are described only by experimental data. Since the num-

ber of available laser frequencies is limited, a reasonable approach is

to evaluate the probability of error at each laser frequency and pick

the largest value.

Optimize Source and Channel Coding. The channel probability of error

may be expressed as a function of total system cost for the optimum

subsystem burden allotments and optimum wavelength. Then the

source probability of error and source bandwidth may be related to the

channel probability of error and receiver bandwidth by the following

functional relations.

@ +t(ts, c c, c)MAX
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0

(tsc)ACTUA L

Bc = fB (Bs)
s

p : f s ( s )e, c e, Pe,

(tcc)ACTUA L

BD = fB (Bc)
c

P = f (Pe,e_ D e_ c

Bo (B D)
= fBD

)
c

For each type of source and channel coding it will be possible to deter-

mine if the coding delays exceed the bounds specified for each class of

data to be transmitted.

Thus, any source and channel coding method may be utilized if

• sc'Aki'I'UAI_ ' cc'A_5'I'UAI_ _< " s: c c, c'MAX

For the qualifying systems

o Ut s )

e,D e,c , s s

The cost burden of the source and channel coding is given by the fol-

lowing set of functional relations

C = K (BD)b + K K W (BD)am IY1 s
m

)d )c
C d = K d (B ° + I4s KW d (Bo

C CT = fKCT \B_h ' Pe, D/ + Ks fWcT kBD Pe, D/
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@ CGR = fKCR _' Pe,D] + Ks fWcR kBD De, D]

@) C>cT = [%T+K_

CpCR = [KpR + K s _e,)

Express Conq_nunication Range as a Function of System Cost for Opti-

mum Subsvsteln Burdens, Required ISrobability of Error and Required

Source Bandwidth. The minimum probability of error and the maxi-

mum information bandwidth required for each class of data may be

substituted into the general expression of probability of error in terms

of subsystem burdens, information bandwidth, and range to yieId a

relationship between system cost and range.

Z. 3 OPTICAL SYSTEMS METHODOLOGY EXAMPLE

As an example of the optical communication systems optimiza-

tion methodology the optimum subsystem burden allotment is deter-

mined for a shot noise iimited, direct detection optical communication

system employing polarization modulation operating at a wavelength of

0. 5ix. In order to achieve shot noise limited operation a photomulti-

.plier detector is utilized. No source of channei coding is employed.

2. 3. 1 Optical Communications Components Analysis Example

Transmitter Bean_width vs. Burden

m t n t

= (dt) + K (dt)
Cd t K0 t s Kd t

Receiver Beainwidth vs. Burden

m n -s

Cd = t< 8 (dr) r + Ks I<d (dr) r + Kf D (Or) r
r r r
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Transmitter Acquisition and Track Accuracy vs. Burden

p [CarT = KaT + KtT (dt) + Ks VST + (dt)

Receiver Acquisition and Track Accuracy vs. Burden

-qr [ (dr)nr]Cat R = KaR + KtR (@r) + Ks WSR + KW Kd
r r

Transmitter Power vs. Wavelength vs.

F 1

CPL = / + K KL/KP L s
PLt J

Burden

Receiver Parameters and Detector Noise Effects. At a wavelength of

0. 5_ the quantum efficiency of a photomultiplier is rl = 0.20. The gain

is of the order of G = 106. The width of the optical input filter is set

atk. = 1A.
I

±ransmi_ter_YransrnissiviLy versus Yv-aveien_di. 1he _ral*bnti_bivi_y

of the transmitter optical components at a wavelength of 0. 5bL is

assumed to be T = 0.85.
t

Receiver Transmissivity Versus Wavelength. The transmissivity of

the receiver optical components at a wavelength of 0. 5_ is assumed to

be T = 0. 60.
r

Modulation Eq21ipment Burden. The modulation equipment power dis-

sipation will be assumed to be constant.

P = Kpm
m

where

Kp = modulation equipment power dissipation.
m

The modulation equipment cost will be assunaed to be constant.
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C -- K
m m

where

K = n-,odulation equipment cost.
m

Demodulation Equipment Burden. The demodulation equipment power

dissipation will be assumed to be constant

Pd = Kp
d

The modulation equipment cost will be assumed to be constant

C d = K d

Transmitter Coding Equipment. None employed.

Receiver Coding Equipment. None employed.

Receiver Cooling Equipment. None employed.

l-'ower bUDDIV __.Guiomen_. ine power requirements oi rne moauiator

and demodulator will be assumed constant.

{Kwt] PGPT = + K s K + LPT i_i k e

+ KPat T [WST + Kwt Kdt (dt)nt]

where

K = modulator power requirement
m

C p = PR + KWr + KPat R SR

+ KW r Kd r (dr) nr]}
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Heat Exchanger Equipment

CHT HT ÷ Ks KX _
e

P
L

2. 3.2 Optical Communication Theory Analysis Exa1_ple

Signal Power at Receiver Output_. The signal power at the receiver

output will be

S = (MS, sGq) 2 R L

where

q

R L =

average number of signal photoelectrons emitted by pho-

todetector per second

electronic charge

receiver load resistance

G = photomultiplier gain

The photoelectron count per second in terms of the system parameters

MS, S = hc kl% 2

Tt Ta TC Tr qdt2 dr2 PL

Thus, the signal power is

2[Tt T T T _ dt 2 d 2 pZl2-

S = G2q L a c r r -J RLhckl% 2

Background Noise Power at Receiver Output. The average number of

electrons generated in the detector due to the background is

q QbU2 k. T T d 2 @ 21 a r r r

_B,S 16

whe r e

_13, S = average nun_ber of background photoe_lectrons emitted by

photodetector per second.
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The background noise pov,,er is

B

where

B = receiver output filter bandwidth
o

! \
B.I = receiver input filter bandwidth _note B i = C k____}

In this example the background noise power is assumed negligible with

respect to the shot noise caused by the background and the signal.

Shot Noise Power a't Receiver Output. The shot noise power at the

receiver output caused by the signal and background is

N H

1 .....

2Gq (lIS, S Gq + _tB, S Gq) Bo RL

B = receiver output filter bandwidth
o

In terries of the system parameters

I dt 2 2 p
= r L

NH ZG 2 q2 Tt _ TC Tr _ d
hc kR Z

VlQblV2 k.1 Ta Tr drZ {3r21

16 "J Bo RL

Thermal Noise Power at Receiver Output. The thermal noise power at

the receiver output caused by the load resistance is

N T = kTB °

where

k = Boltz1_ann's constant
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T = receiver tenaperature

In this exanqple thern_al noise is assun_ed to be negligible with respect

to shot noise.

Probability of Error vs Signal and Noise Power. The probability of

error for PCM polarization modulation is related to the receiver out-

put signal-to-noise ratio by the following approximation

Pe,D = 12 exp [-(S)]

whe re

N = N H + N B + N T

Source Coding Improve:nent. No source coding is employed so that

each channel bit corresponds to a source bit of data.

B = B
s c

P = P
e, c e, s

Channel Coding Improvement. No channel coding is employed so that

each channel bit corresponds to a link bit of data

B = B Dc

Under this condition the channel and receiver probabilities of error are

equal.

P = P
e, D e, c

Receiving Signal Processing. The channel data will be placed in a

non-return to zero data format so that two bits of channel data will

correspond to one cycle of receiver bandwidth.

B D = ZB °
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2. 3. 3 Optical Systems Analysis Exan_ple

Source Infornnation Rate and Source Probability of Error Requirements.

For real time digitai television a bit rate of 107. bits per second is

required at a probability of error of 10 -3

Source and Channel Coding Delay Constraints. No source or channel

coding.

Background Noise Effects. The photon spectral radiance of reflected

sunlight at a wavelength of 0. 5Ix is assumed to be Qb = 1016 photons

per second, per centimeter, per steradian, per micron.

Atmospheric Attenuation Effects. The atmospheric transmissivity at

a wavelength of 0. Six is assumed to be T = 0.5.
a

Atmospheric Coherence Disturbance Effects.

missivity is assumed to be T = 0.90.
C

The scintillation trans-

Probability of Error as a Function of System Parameters. The

probability of error as a function of the system parameters assuming

shot noise limited operation is

p 1
e, D = 2- exp

G2q2 [7tvaTcrrrldt2dr2pL_ 12 RL

[TtTaT c qQb_r2k. T T d 20 2 L]

2G2q 2 7r_dt2dr2PL + i a r r r

hckR 2 16 BoR

Upon simpIification,

I
p

e,D 2
hckR2B

/

8 rt2 Tc 2T a Tr dt4d r 2PL2 1

[_t_c_ +"_Ob°r__]I
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© Subsystem Pararneters as a Function of Subsystem Burdens. The

subsystem burden cost functions are

Pt mt

G t = ktT(d t) + K0t (dt) [ ] ntK +KK +Kp K (
+ Kd t s s w t atT wt dr)

r [ KWr]nCr = K 0 (d r ) + K d Ks + KsKw + Kp (dr) r
r r r atK

Cp (Or)
= KfD

G L =

Sr -qr

+ KtR (Or)

KpT

Kp +Ks KL+_k +
L e

KsKWT

k
e

The last ex)ression for laser power is easily invertible, but no general

formulations exist for dr, dr, or Or .

For the case in which the exponents in the equations for d_ and d

are equal, the equations are simply inverted. Thus, if, Pt = mr= nt= a'

then

dt =
KtT + Kst [K+ Kdt

1/_ _1/_

Ct KPatTKwt]+ KsKwt +S

and if, m = n : _ then
r r

d = r .

r K 0 + K d [Ks + KsKw + Kp K Wr r r atR r

The equation for 0 t can be inverted easily if, Sr = qr = Y' then
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Cp + 1 Cp 4KfD

Or = 2KtR -_" KtK

1/¥

For this analysis the further simplification that no additional

constructional cost burden is imposed by field-of-view limitation

(i. e. , KfD = 0) will be made. Then,

= --_
Or KtR

Solving for the laser power yields

C L C L
P =

KPL+ KsKL+ KpT+ KsKWT ek + KHT+ KsKXT k
e e

UDtlmlze DuDsvstem bur(lens, lyre optln%um subsystem burden allot-

ment may be determined by maximizing the exponent of the probability

of error expression under the constraint that the total system cost is

composed of a variable part and a fixed part.

C T = C V + C F

where C V = C L + C t + C + C = variable system costp r

C F = CTF + CRF = fixed system cost

Substituting subsysten% variable cost burdens into the equation for the

probability of error yields

0

0

0

0

M

0
0

0

0

0
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1
P

e, D = Z- exp

h ckR 2B

Upon simplification

e, D = -2 exp

where

16 2 2
- T t T "l" TC a r

O Cp -Zl,/ 2]+ hc KQ b

-Kl(Ct )4/a (Cr)2/13 (CL)2 (Cp) 2/Y

R2Bo [(Ct )2/_ (C L) (Cp) 2/Y + K2 R2]

K 1 -

I2 _

T t T C Ta r r

(Kt)2/a (Kr)2/_ (KL) hc k

hc k_2 kiQb (Kp) 2/y

16T X
t c

The maximization of the exponent of the probability of error

expression reduces to the maximization of the function

(c t) c )2/,/4/_ (Cr)2/13 (GL)2 ( P

(Ct)2/_ (C L) (Cp) z/'/ + K

where K -- K2 R2

The problem is algebraically tractable only if the powers of the sub-

system burden cost functions are integers. In other situations numer-

ical maximization is required.
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For the case in which _ = 2, _ = 2, and y = I the probability of

error is

P
e,D

and the exponel_t is

2}-Kl(Ct2) (Cr) (CL 2) (Cp)

RZBo[(ct_ (CL_(Cpz)+ _:zRz]

(Crl (Ct2) (CL 2) (Cp 2)
Q =

(Gt) (C L)(CP 2) + K

This case corresponds to the practical situation in which the cost of

the transmitter and receiver optical systems is proportional to their

area, and the cost dfthe transmitter tracker is proportional to its

accuracy.

By the method of Lagrange multipliers the function

_, = Q + k _(Gv - C t - C_r _ a_L - Cp}

is formed. Then the set of equations

aQ' 8Q

aG t aG t
.k = 0

a___L'= ao
ac ac

r IF

- k = 0

am' aQ

8G L 8G L
k= 0

DQ' 8Q

3C aG
P P

k = 0

aQ'
= C V - C t - Cr - CL - Cp = 03---_

may be solved sin_ultaneously to yield the following set .'_'fcharacter-

istic eqttations wl_ich determine optimum cost allot_nenc:-_.

2-5Z

D

0

0

D

0

0

0
0

0

0

0

i



cL0_c,04+cL03(_cv2)cL02(_Cv3)
Ct0 = CL0

Cr0 : 4CL0 - C V

Cp 0 : 2(C v - 3CL0)

= 0

where

CL0 = optimum value of C L

Ct0 = optimum value of C t

Cr0 = optimum value of C r

Cp0 = optimum value of Cp

The solution to the fifth order equation can be found only for specified

values of K and C V. Its boundary solutions may be checked for K = 0

and K very large. For K = 0

yielding

c4ct =5- v-

C r = +[C V - Cpb]

C = 0
P

where

C
pb

cost function of receiver field of view for largest

practical value of @
r
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For K large

yielding

Z
c L = -f c v

2
ct --.T cv

1
Cr = T Cv

2

c ---#-c vP

= 0

These boundary results are summarized in the table below

for C = O.
pb

Cost Allotments for Boundary Conditions

%dC L Ct Conditionr p

0. 333 0. 333 0. 333 0 no background noise

0. 285 0. 285 0. 142 0. 285 background noise limited

The results indicate that:

a) the optipnum cost allotments for laser power and transmitter

aperture are not very sensitive to background noise;

b) as the background noise increases the optimum cost allot-

ments dictate that the total allocation for the receiver be

shifted from making the receiver aperture larger to reducing

the receiver field of view by increasing the receiver

tracking accuracy.

The characteristic equations described above give the optimum

cost allocations assuming that the systena parameters are continuously

variable. If, however, some parameters have limits the optin_um cost
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divisions must be restated. There are four major parameters which

have potential technological limits-- laser power, transn_itter aper-

ture, receiver aperture, and receiver field of view.

First Limit- Laser Power

After the laser power limit is reached the 1_inimization function

becomes

CrCt2C 2
PQ =

2

CtC + KP

under the condition that

C +Ct+C = C Vr p - CLM

where CLM = cost function of laser power when laser power limit is

reached. The corresponding characteristic equations are:

A

G -tJ
t t

C
r

+ C t

= 3C t

I"_- (C;.v- - (J ) I+ _. I-;-Ib.. - b...I IL,_- Li,,_-] _t _ _ ,,_v,.1

1°K-8(cv- C_'M'3] [ 1 ]64 - _ K (C V - CLM )

-[C V - CLM 1

Cp = 2[C V - CLM]- 4 C t

= 0

For K = 0

3
C t

yielding

- Ct2 3 ](Cv-CLM) (Cv-CLM) 3]
1[c -c M]ct = -2- v

r 2 LM

C = 0
P

=0
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For K large

yielding

= 0

ct= [cvcL ]
c ,Icyr : _- -CL

D

G

i

First Limit- Transmitter Aperture

After the transmitter aperture reaches its maximum diameter

limit the minimizati.on function becomes

2 2
C C L C

_ .r p

2
C, C +K

--

Q

under the condition that

where

C +CL÷C = C V"r p - CtM

CtM = cost function of transmitter aperture when transmitter
aperture limit is reached

The characteristic equation is the same as for the preceding case with

C t repIaced by C L and with C V - CLM replaced by C V - CtM.

First Lin_it-- Receiver Aperture

After the receiver aperture reaches its maximum diameter iimit

the minimization function becomes

2-56
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under the condition that

C t + C L + C : C¥p - CrM

where

CrM = cost function of receiver aperture when receiver aper-
ture limit is reached

The corresponding characteristic equation is

CLS-CL4[3(Cv-CrM)] + CL3E3(Cv-CrM)2]+CL2_(Cv-GrM )3]

+ C L - -_- (Cv-CrM) = 0

C t = C L

Cp = [C V - CrM - 2C L

For K = 0,

C'. 3_C: 2r3/c:. _(:. _7. (:
I_ I_ I L • v rlvl" l

L J

yielding

1 [Cv-CrM ]CL 3

-
C =
p 3 V-

For K large,

r_3,_.__ ,fl_r±,_. __ ,q:n
I _ " V rM" I I 5 " V rlVl" I
L J L .J

¥ - -g v - CrM =

yielding

CL = i/2 [Cv - CrM ]

C t = 1/2 [C V - CrM ]

Cp = 0

0
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First Lin_it-- Receiver Field of View

After the receiver field of view lin_it is reached the minimization

function becomes

Cr Ct 2 CL 2

C t C L + K

under the condition that

Cr + Ct ÷ CL = CV - CpM

whe r e

C

pM reached

The corresponding characteristic equation is

Z t - CpM) CL VCL3-CL + K K (C

C_ = C,

= cost function of receiver field of view when limit is

- CpM)] = 0

C
r

For K = 0,

3

C L

= IGV- CpM]- 2C L

- CL2 [----13(Cv - CpM)] = 0

yielding

CL : _ V

3C t

C
r

For K large,
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yielding

CL ---2/5 [Cv- CpM ]

C t = ?-/5 [C V - CpM ]

C r = 1/5 [Cv- CpM ]

Second Limit-- Laser Power and Transmitter Aperture

The minimization function is

2
C C
r p

Q = 2
C +K
P

under the conditions that

C +C = C Vr p - CLM CtM

The characteristic equations are

C _-C Z 3( + 3( _ + 3K
r i"

- K(Cv-CLM-CtM)+ (Cv-CLM-CtM) = 0

Cp = (C V - CLM - CtM) - C r

For K = 0

C = C vr' - CLM CtM

C = 0
P

For K large

c = 1/3 -c -r (Cv LM CtM)

c -- z/3 - c - CtM)p (Cv LM
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Second Limit-- Laser Power and Receiver Aperture

The minimization function is

2 2

c t c
Q = P

2

C t Cp + K

under the Condition that

C t +'C = C V - C -• p LM C rM

The characteristic equations are

Ct4:-Ct3 [3{Cv-CLM-CrM)] + Ct2[3(Cv-CLM-CrM, 2]

-Ct [(Cv-CLM-CrM )3 - 4K]-[2K(Cv-CLM-CrM)] =

Cp = (C V - CLM - CrM ) - C t

For K = 0

l,t = C V - CLM CrM

C = 0
P

For K large

1 _ CrM)C t = _ (C V - CLM

1

Cp = _- (C V - CLM CrM )

Second Limit-- Laser Power and Receiver Fieldlof View

The minimization function is

2

C C tr
Q -

Ct+K

under the condition that

C r + C t = C V - CLM - CpM
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The characteristic equations are

2

C t - c t [1/2(Cv-C LM-CpM) - 3/2K] - K(Cv-CLM-CpM ) =

For K = 0

C t = I I2(C V - CLM - CpM)

C r = 1/2(C V - CLM - CpM)

For K large

C t = 2/'3 (C V - CLM - CpM )

C = 1/3 -C
r (Cv - CLM pM )

Second Limit- Transmitter Aperture and Receiver Aperture

0

i

n
lm

Io

The _ninimization function is

2 2

C L C P
2 _

C Z C +I_P

under the condition that

CL+C = C Vp - CtM - CrM

The characteristic equations are

+ ]

C _ -- --

p (Cv CtM CrM) - C L

For K = 0

C L : C V - CtM - CrN _

C = 0
P
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For K large

CL = I/2 (CV - CtM - CrM )

c : I12
p (Cv - CtM - CrM)

Second Limit-- Transmitter Aperture and Receiver Field of View

The minimization function is

2

C C Lr
Q -

CL+K

under the condition that

+ C L C VC r = _ CtM - CpM

The characteristic equations are

C 2 - CL[1/Z(Cv-CtM-CpM ) - 3/2K] - K(Cv-CtM-CpM)

FOr K = 0

C L = l/Z (c v - CtM - CpM )

C r = 1/2 (C V - CtM - CpM )

For K large

C L : 2/3 (C V - CtM - CpM )

C _- i/3 - C
r (Cv - CtM plvi)

Second Limit -- Receiver Aperture and Receiver Field of View

The minimization function is

2 2

C t C L
Q =

C t C L + K
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under the condition that

C t + C L

For all K

C t =

C L :

= C V - CrM - CpM

i/2 (C V - CrM - CpM )

i/2 (C V - CrM - CpM )

Systen_ Parameters. The values of the optimum subsystem param-

eters are determined from the following set of equations.

Ctol

dto = [Ktj

ro

1/13

FC -]-l/y

0 = I po I

C
Lo

p
Lo K L

Optimize Transmission Wavelength.

at k= 0. 5_t.

P
e,D

where

Transmission wavelength is set

The probability of error expression is then

C 2 C 2 I= I/2 exp. • _ I--_2g ]RZBo [(Cto) {CLo) {Cpo) +

K
2. 3 X 1022

i (Kt) (Kr)(KL)

K 2

-12 2
= 8X10 K

P
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Optimize Source and Channel Coding. With no source or channel

coding, and with data in a non-return to zero format

B = 2B
s o

and

P = P
e, s e, D

The probability of error expression is then

Pe, s = I/2 exp. R2Bs [(Cto)(CLo)(Cpo2) + K2R2]

where

K
2.3 x 1022

1 K t Kr K2

-12 2
K 2 = 8x10 K P

Communication Range Versus System Burdens. The source proba-

bility of error expression may be inverted to yield the communication

range as a function of the optimum subsystem burdens.

R

where

/ @2= -b+ -c

2
Cto C CLo po

K 2

2 2 2 2
2KI Cto C Cc = ro CLo po

K2B [_n(2p ]
S e, s )

l

l

!

!

i

!
I

tm
m

l

|

!

|
|

0
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For no background noise

2K 1 Cto C C

ro Lo

R = Bs[In (ZPe, s )]

For background noise limited operation

R _

2 2 i/4

K 2 B s [In (2Pe, s)
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3. 0 MISSION ANALYSIS

The choice of a space cornmunciation system for a particular

mission must take into consideration such mission characteristics as:

1. Mission objectives

Z. Data transmission requirements

3. Allowable communication system weight

4. Communication range

These will be discussed in the following sections.

3. l MISSION OBJECTIVES

Categories of space missions envisioned over the next several

decades and their approximate inception date are shown in the graphs

of Figures 3-I through 3-41. In the near future many current programs

will be continued and extended2. Pioneer spacecraft weighing approxi-

mately 140 pounds will be launched via an Atlas with a solid fuel upper

stage in the 1968 to 1972 period as solar probes. They are intended

magnetic fields, solar wind velocity and temperature, and microme-

teoroid distributions over a six month life. Under consideration for

later unmanned interplanetary probes are Advanced Pioneer spacecraft.

SMALLSCIENTIFIC
SPACESTATION

RENDETVOUSTEST/
LAI_GEPAYLOAD5
LAI_GESCIENTIFIC
SPACESTATION

LAI_(3EMILITAI2Y
TEST STATION

TESTSTATIONFOI_
INTEI_PLANETAIL_YOPS.

ESTABLI5HINTEI_-
PLAN_TAI2.YLAUNCH
STAT;ON

.... 76........ 8o........ 9o 2000
CALENDA YEA 

Figure 3-I. Orbital missions.
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LANDING

BASE

SCIENIIFIC

MILITA£YTEST
LUI_M_R

BASF.. PEI_MANENT
EXPLOITATION
REFUEL,ETC.

'i
J.

"'_h

-\
•"7o........8o........9'6.......2aOo

CALENDA_ YEAR

Figure 3-2. Lunar missions.

PlAI_S ORBITER

VENUS ORBITER

JUPITER PROBE

50LAR PROBE
MAQ5 LANDER.

14EIL_CUP-Y FLYBY
VENUS LANDER

3_TU;.;_ --J,'_',"

UP_NUS ELYBY

"'zo ........ ab ........ 9o
CALENDAR YEAR

200o

Figure 3-3. Unmanned planetary missions.

VENUS FLYgY
MAI_S FLYBY

MAI_S MINIh_UM
LANDER

PHOBO5 LANDIWG
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Figure 3-4.
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These spacecraft would weigh 400 to 750 pounds and would use the

Saturn IB/Centaur with a 7000 pound thrust high energy upper stage.

These advanced spacecraft would be placed in trajectories which would

range from 0.2 au to 0.8 au from the sun and would have a useful life

of several years. Instrumentation would be similar to that carried

by Pioneer.

The Voyager spacecraft being planned for Mars lander and

orbiter missions (and possibly Venus orbiter missions) will weigh up

to 10,000 pounds. Of this, 5000 pounds will be a soft landing capsule

and Z000 pounds will be the orbiting spacecraft. Orbiter instrumenta-

tion will include equipment for continuous measurements of atmospheric

phenomena, temperature, and composition. Lander instrumentation

would include life detection experiments, surface photography, seismo-

meter and gravity measurements. The optimum launch vehicle for

this spacecraft is the Saturn IB/Centaur.

3.2 DATA TRANSMISSION REQUIREMENTS

of experiments to be carried, the time interval during which information

must be returned, and the available information storage capacity.

Typical data requirements for various types of information are listed
Z

in Table 3-I. Figure 3-5 shows the required data rates for various

communication tasks for the maximum Earth-Mars distance of 250

million miles. The lower shaded horizontal bar indicates the data

rate required for transmitting one television picture per day. Voyager

class unmanned spacecraft will require a capability to transmit several

thousand bits/second. Manned interplanetary spacecraft will require

a capability for real time voice communication with data rates of 105

bits/second. Typical instrument payloads for an unmanned planetary

fly-by spacecraft and their associated data outputs are listed in Table

3-Z. The optimum transmission rate for returning this data must be

detern_ined by a trade-off between transmitter power, transmitting

and receiving aperture sizes, information storage capacity and relia-

bility considerations.
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Figure 3-5. Projected communications capability to Mars

(communication distance Z40' million miles).

Table 3-I. Typical data requirements.

--4

Pulse Code Modulatior

Type

Scientific data

Engineering
data

Command data

Teletype

Speech

Real tinae

television

(500 x 500 ele-

ment picture)

Pictorial trans-

mission (500 x
500 element

picture in IZ. 5

seconds)

Signal
Bandwidth

0-I kc

O-1 kc

0-4 kc

15 cps-4 mc

15 cps-10 kc

Represen-
tation

bits/sample

Maximum

Bit Rate

18 kilobit s

14 kilobits

50 bits

75 bits

40 kilobits

48 mega-
bits

120 kilo-

bits

Tolerable

Error

Rate

l0 -2

i0 -2

-5
10

-5
i0

-3
l0

-3
I0

-3
10
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_]Table 3-2. Planetary fly-by scientific payload.

Interplanetary Measurements

Sample Bits Per

Rate Sample Total Bits

Solar magnetic field

Solar w il_x]

Cosmic dust

Lyn_an _line intensity

X- ray flux

Cosmic ray flux

Solar flare proton flux

Z/hr.

1/hr.

I/hr.

I/hr.

I/hr.

3/hr.

l/hr.

32

200

I00

8

24

72

24

Planetary Fly-By Measurements

Magnetic field

Atmo spher ic c on, position

Surface features

60/hr.

_A/h-,*

61Z/hr.

300/hr.

.16

256

Z. 5x l06

1.7xl07

'II x 107

5.3xi07

0.42 x 107

1.3x 107

3.9x 107

1.3xl07

1.5xl08

10 4

-_.¢ 1¢_4

1.6 x 10"*

14 x 10 7

1.4x 108

0

3

Present comnaunication capabilities provide data rates of some-

what less th_n 102 bits/second at the Earth-Mars distance. Future

space exploration efforts will undoubtedly require much higher rates.

Rates of 106 bits/second for microwave communication systems and

108 bits/second for laser systems are realistic design goals. 3 In the

case of microwave syste1_s, improved performance can be realized

by higher tr_:nsn-fitter power, larger spacecraft antennas and multiple

receiving ani:e1_na arrays. The full utilization of laser comnaunication

system potez_t,.'al depends upon achieving increased transmitter power

output, improved modulation techniques, and greater precision in

acquisition a_,_d tracking.
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3.3 ALLOWABLE COMMUNICATION SYSTEM WEIGHT

Permissible payload for a given mission is dictated by launch

vehicle capability; allocation of that payload is determined by mission

objectives. The fractional part of the payload comprised by the com-

munication system will vary depending on the required data rates and

transmission range. Payload capabilities of present and projected

launch vehicles is depicted in Figure 3-64. It may be seen from

Figure 3-6 that the payload weight which may be launched on a given

mission (i.e. at a specified characteristic velocity) is a discrete

rather than a continuous function. Hence vehicles having weights

intermediate between the payload capabilities of two launch vehicles

may be increased in weight to the payioad of the next largest launcher

without penalty. Thus for some payload weights, additional weight

may be a non-critical burden. An example of such a payload weight

quantization is the rather wide gap in payload capability between

Saturn IB/Centaur and Saturn V.

"_ A t-_t'_Y_K%,TTTY_TTt _ A _T_TC_,T _ A_xT_'._

If all other factors remain constant, the information capacity of

a communication link decreases as the square of the transmission

distance. Thus, the Mars to Earth transmission capacity of present

facilities is ]0 -6 that of the Moon to Earth capacity. Maintaining a

given data rate transmission capability over increased range requires

increases in transmitter-power, transmitter-aperture, receiving

aperture, or some combination of these. Depending on the rate

requirements of the particular mission it may be preferable, from a

systems viewpoint, to provide sufficient data storage capacity to per-

mit transmission of information at rates lower than the acquisition

rate. An alternate possibility is the transmission of stored data at

the real time rate but at some later time when the communication

range has decreased because of the nature of the vehicle trajectory.

There will in general be some optimum compromise between data

transmission rate and storage capacity for a given range and data

acquisition rate which will minimize communication system burden.
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3.5 CONCLUSION

The determination of the minimum fraction of total payload weight

to be allocated to the spacecraft communication system for each cate-

gory of mission envisioned will be the subject of extensive consideration

in succeeding phases of this program. The probable instrumentation

and the corresponding data acquisition rates, the conqmunication

requirements, and the transmission ranges for unmanned and manned

orbital, lunar, and interplanetary missions will be surveyed. Once the

communication system capability required for a particular mission along

with any limiting constraints have been established, the optimum divi-

sion of allotted communication system burden among the various system

functions for minimum weight or cost will be ascertained. This optimi-

zation will take into account trade-offs between such interrelated system

parameters as:

a. data transmission rate and information storage capacity.

b. data transmission rate and system reliability.

c. information storage rate and storage utilization factor.

d. aperture size and tracking accuracy requlrement.

The resultant systems will uniquely fulfill the communication

requirements determined for a given mission. These systems must

then be related to the ground telecommunications and tracking networks

to ascertain whether adequate ground instrumentation and operations

exist to perform these missions.
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4.0 COMMUNIC_ iON THEORY

In a broad-based study of space communications, special empha-

sis should be placed on the theoretical aspects of communication. In

particular, a theoretical approach to the communication problem can:

• Establish theoretical bounds of achievement

• Provide techniques of analysis of systems

• Provide methods of system optimization, evaluation, and

comparison

Uncover methods of system improvement

This capability of communication theory will assume utmost

importance to the designer of a space communications system since in

all likelihood such a system will operate at the physical limits of its

components due to the extreme system requirements. Any system

improvements beyond this point, aside from scientific breakthrough in

communications components, will stem from theoretical studies of

techniques of data compression, coding, modulation, and methods of

combating noise.

The beginning of a statistical communication system study is the

establishment of a system model. Such a model forms the framework

for the application of analytic methods for the design of the communi-

cation system and makes evident the functional operations that must be

performed within the link.

A generalized model of a communication system is shown in Fig-

ure 4-1. In this model it is assumed that the source generates a

sequence of discrete symbols taken from a finite set of such symbols,

CHANNEL NOISE

AND DETECTOR

DI STURBANCES NOISE

i I
H H+"HDETECTORSOURCE C_,DER I -I GENERATOR CHANNEL, DECODER

DESTI NATION

Figure 4-I. Communication system model.
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re_nembering that analog signals can be put into discrete form by

sampling and quantizing. The input signals must then be put into a

form suitable for transmission over the channel by the combined oper-

ations of coding and communication signal generation. The physical

characteristics of the channel determine the optimum signals to convey

information through the channel. The signals at the output of the chan-

nel_are detected and decoded to complete the communication link.

The task of the coder is to transform the input symbol sequence
into a form that combats the effect of channel disturbances. This

process entails the addition of redundancies to the message sequence

and the establishment of constraints between the symbols. After cod-

ing, the message sequence is transformed into a sequence of channel

signals for transmission. The type of channel waveform will affect the

fidelity of transmission in the presence of channel disturbances. At

the receiver, a signal detector makes a decision as to which of the

channel signals a received waveform could have been. The sequence

of symbols derived from the signal detector is decoded and presented
to the intorrnation destination.

4. 1 OPTICAL DETECTION

4. I. 1 Optical Detection Methods

Various methods of detection applicable to optical communica-

tions systems are listed in Table 4-I. These detection methods are

classified as coherent or noncoherent from a communications stand-

point: that is, whether or not knowledge of the phase of the carrier is

used in detection.

Table 4-I. Detection techniques.

Nonc ohe rent C ohe r e nt

Video detection

Heterodyne

Balanced mixer heterodyne

Ho1_odyne

Balanced mixer homodyne

4-Z
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With heterodyne and homodyne detection systen_s, it is necessary

to mix a reference light beam with the incoming signal for detection.

The reference for a heterodyne system may be a local oscillator which

is frequency locked to the signal but not necessarily in phase lock.

Homodyne systems, however, require phase coherence between the

reference and inforn_ation signal. The n_ixing reference n_ay be

obtained from a separately transn_itted reference or differentially

derived from the information signal itself. The possible types of

mixer references are as follows:

I. Local oscillator

2. Transmitted

3. Differ ential

The transmitted and differential references are always in phase

lock with the information signal and are therefore associated only with

coherent detection. The local oscillator reference must be placed in

frequency or phase lock by a control system driven from the detector

output.

In any communication system, the detection method employed

effects the system signal-to-noise ratio (Si,iP_). The transmission

capability in terms of the probability of detection error is some func-

tion of the SNR, the specific function being based on the type of modu-

lation. Thus, it is possible to analyze detection techniques to a cer-

tain extent independent of the types of modulation.

4. 1.2 Direct Detection

The operation of a direct detection receiver is illustrated by the

model of Figure 4-2. The multiplication factor may be unity to

encompass photodiodes, photoconductors, and other devices without

photomultiplication. The current produced by the background noise

and the signal itself combine with the dark current to produce shot

noise in the detector. The composite signal and shot noise current is

multiplied, filtered, and combined with thermal noise in the load.

Fluctuation in the background intensity also creates noise in the

receiver. This fluctuation is noncoherent with the signal and is in
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DETECTOR

SURFACE

DARK CURRENT

NOISE

CURRENT
MULTIPLICATION

Figure 4-2. Direct detection model.

H ELECTRICAL
FILTER

LOAD

THERMAL
NOISE

most cases negligible. However, secondary effects of this type should

be considered in a detailed analysis, especially for systems operating

at quantum noise limits.

A photodetector is essentially an intensity to current converter

in the wave sense or a photon to electron converter in the quantum

sense

Let M
S_S

_LS, S

= number of signal photons impinging on photodetector

per second

.tor per second

rl = detector quantum efficiency (rI < I)

P. = signal power at detector surface
in

Then

P°

In
M -= --

S, s ]IV

Each photon releases _] photoelectrons

bt = riM - photon to electron connector
S_ S S_ S

Each photoelectron carries a charge of one coulomb to produce a

detector signal current of

i = qG
S SjS

where G = pboton'mltiplication gain
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Thus,

i = rlqG M
S S_S

and

i

s hv

rlqG P s
intensity to current converter

The signal power at the detector output consisting of a load resistance

R L is

2
S = is RL

Then

S = (Grlq Ms, s )2 R L

or

2
[Grlq

\
s = p l,hv RL

The background noise in the input filter bandwidth is

t"

Pb = ] G b (f) df

B.

where Gb(f) = power spectral density of background noise

Then the background noise current at the output of the photode-

tector is approximately

Pb B_B___Ii b = h--_-Gnq

and the background noise power is

N B = ib2 R L
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The shot noise power is given by the Schottky formula is

N H = Z qGidc Bo I_L

where idc = average detector current

idc = ist ib + Gi d

id = dark current

Then

(GnqN H = Zq B ° hv P + G_q Pb+id)s hv RL

The thermal noise power is

N t = k TB °

S S

N N T + N H + N B

S

N

2

kTB +2qBoG(_v Ps +-_v Pb +Gid)Rh+(hG-_v Pb) Z B°o RL_.
i

For a photomultiplier G = 106 and the shot noise and background noise

are much larger than the thermal noise. Thus

S

N

No thermal noise
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The dark current of a detector can be made negligible by cooling

the detector. Then

S

N

2
 vPs

B

2 B (p + + 2]_ pb g oo s Pb ) hv
1

No dark current

At optical frequencies the shot caused by the background is usually

much larger than the background noise itself. That is

B

2B Pb> q Z___poo h-'_v Pb B.
1

Then,

S
m

N

2
P

s

2 B hv
o (P 4-P _
'1 S D"

background shot noise > dire6t background noise

If the background noise power is larger than the signal noise power

S
E

N

2
P

S

2 B hv
o

q Pb

background noise limited operation

If the signal power is larger than the background noise power

S

N

P
s

Z B hv
o

q

signal noise limited operation

4. 1.3 Heterodyne Detection

In a heterodyne detector, as shown in Figure 4-3, the incoming

information signal is mixed with a reference signal on a photodetector

4-7
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BACKGROUND

NOISE

Figure 4- 3.

OPTICAL

FILTER

I LOAD
OSCILLATOR

PHOTO

DETECTOR

IF

FILTER H L' T 'C LIELECTRICAL OUTPUT

DETECTOR FILTER

LOAD [

Local oscillator reference heterodyne detection model.

surface producing sum and difference frequencies. The difference

frequency is then passed through an electrical filter to the load.

The principal advantages of heterodyne operation are the relative

ease of amplification at an intermediate frequency, and the fact that

the local oscillator power may be set to swamp out the thermal noise

and shot noise caused by all other sources than the local oscillator

itself.

Let

A I._ , , i • • • I

A ° cos (C_o t + _po) = local oscillator signal

The signal and local oscillator instantaneous a1_plitudes combine at the

photodetector surface to yield an input power to the detector of

P. = [Ain s cos (cost + #s ) + A ° cos (coot + @o)] 2

The resultant instantaneous current at the photodetector output is

in in

In expanded form

ip = D-_ s _ Ao + As Ao cos (COo - C°s) t + (qbo - qbs)

+A A co_ LI(_+_s)t+(_o + _s,]S 0 0 ]

I Z i 2 )

+-_As cos 2 _s t + _Ao cos g OJo t
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The intrinsic bandwidth limitations of the photodetector provides a fil-

ter for the double frequency terms.

ip = D _As + _ Ao + As Ao cos O_o - _°s) t + (_o - qbs

Only the difference frequency will be passed by the IF filter to give

if D As Ao cos _Oo s

The average signal power at the output of the IF filter referred to a

unit resistance is

(S)IF = <if2>

= D 2 2 2
(S)IF A A

S 0

DZA 2 A Z
S 0

(s)xr z

(S)Tw = 2 D 2 im Pc

The background noise in the input filter of bandwidth B. will mix
l

with the local oscillator to give a background noise power referred to

unit resistance at the IF filter output of

(N B) = 2 D 2 Pb P BIF
IF o B.

I

The shot noise power at the output of the IF filter referred to a unit

resistance is

N H : 2 q idc BIi v

where idc = < ip > + ib + Gi d

NH = 2 Gq BIF (_A 2 + D 2 )s _-Ao + D Pb + Gid

4-9



Neglecting thermal noise and dark current noise the SNR at the output

of the IF filter is

2D z P P
o s

Z qG D BIF (Ps + po + Pb ) + Z D z Pb

BIF
p --
o B.

1

or

n P P
o S

hv (P + P + Pb )s o BIF

BIF

+ _]Pb Po
l

If the local oscillator power is large

P >> P + Pb0 S

then

nP
s

BIF

hv BIF + ripb
I

strong local oscillator

Thus, all signal, background, and dark current shot noise effects will

be swamped out by the local oscillator shot noise.

For low compound noise

S) nP
: S

IF h v BIF
low background noise

This is the signal-to-noise ratio at the output of the IF filter. Second

detection must now be performed to obtain the information. First con-

sider that the electrical detector is a square law device. Then the

output of the electrical square law detector is

4-10
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2A 2 AZA 2 [
S 0 S 0

id : D2 A
2 - Z cos Z (_o - _°s) t + Z (Opo - _#s

at the output of the low pass filter.

D2A 2 A Z
s o

i =
o 2

The transmitter and local oscillator average powers are

1 Z
P - A
s Z s

p : l--A 2
o 2 o

Thus,

i = ZD2p P
o o s

Therefore, the output current is directly proportional to the input

powe r.

2

S : io RL

or

S : 4D4 P Z P ZRLo s

The IF filter noise output when fed to the square law detector

along witl{ the signal will result in signal and noise cross product

terms. The signal X noise components will create a lower SNR at the

receiver output than the SNI_ at the IF filter output. But the output

SNR will generally be higher than the SNR for direct detection. The

optimum type of radio frequency second detector is the synchronous

detector in which the output of the I]f filter is multiplied by a sine wave

at the IF frequency.
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The output of the electrical synchronous detector is

i d = ifcos_0dt

where

_d = ¢°o - _°s

Thus,

= A cos cos [_dt 1i d D A s o Wdt + (_o - _s )

DA A DA A
s 0 S 0

id = Z cos ..($o - -"_s )'- " Z sin 2 _dt sin (_o

At the output of the low pass the filter signal current is

DA A
= S 0

io 2 cos (¢o - Cs )

to yield a signal power of

D2A 2 A Z
s O 2 ,.
4 _°?o

%

- Cs )

or

S = D2p P cos 2
s O

(_b° - _bs) which is a maximum when %%o = Cs"

Then,

S = DZP P
s O

The shot noise power in the output filter bandwidth will be one

half the IF filter shot noise power

(Nh)IF

NH - Z

Thus, neglecting dark current

N H = GqD B (P + P +o s o Pb )
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Then the signal-to-noise ratio is

S

N

D 2 p P
s o

GqDB (P +P +o s o Pb )

for P large
O

DP
S s

N Gq B
o

where

D = .Gq_q

S rlps

N hvB
o

This is the same SNI< as at the output of the IF filter and results

in a 3 db improvement over direct detection. However, to obtain this

SNI_ it is necessary to set_5 ° = _s which means that the local oscilla-

+...... + be phase locked to the incoming o;_I

4. i. 4 Homodyne Detection

In the honuodyne detector shown in Figure 4-4, the reference

signal is set at the same frequency and phase as the information signal

prior to mixing. The incoming signal is split and combined with the

local oscillator output in one channel and the oscillator output shifted

in phase 90 degrees in the other channel. The resultant photodetector

outputs represent the in-phase and quadrature signal components in an

information bandwidth about the baseband. Quadrature detection then

yields the demodulated information with approximately a 3 db improve-

ment in signal-to-noise ratio over noncoherent heterodyne detection.

Let

A cos (co t +qbs)s c

A cos t + @o )o (_°c

= received signal

= local oscillator signal

4-13
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The signal and local oscillator instantaneous amplitudes combine

at the photoconductor surface to yield an input power to the detector of

P'zn = [As cos (_Oc t +_s)+Ao cos (_oc t + _%o)]2

The resultant instantaneous current at the photodetector is

zn zn

Then in expanded form

ip = DII Z i 2_A + As 2" o
t

- A A cos rz
s o L c

i 2
-_-A cos 2_0S C

+AsAo cos (+o-@s)

t+ ('_o + +s )]

t - _-A cos 20_ t
O C
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The intrinsic bandwidth limitation of the photodetector provides a

filter for the double frequency terms to yield,

1P -_As + _-Ao + As Ao cos (#o - #s )

The signal portion of the output is

is = D As Ao cos .-{6° - i-_s}

since the transmitter and local oscillator average powers are

1 Z
P = --A

s 2 s

I Z
P = --A
o Z o

Then,

_o= _ _ _TcosI¢o_

The signal power referred to unit resistance is

2
S - i

o

2
S = 4 D 2 P P cos (_o - qbs)

o s

For intensity modulation (_o - _bs)is set to 0. Then

S = 4DZP 1z
o s

The shot noise referred to unit resistance is

= [D (P + P + Pb )] neglecting dark currentN H 2q G B ° s o

The background noise is

B

N B = Z D Z Pb po--9-°13.
i

Thus the signal to noise ratio is
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S
m

N

2
4D p P

o s

[ ] °2q G B D (P + P + Pb) + Z D 2 Pb p ---9-°o s o oB.
I

or

S

N

2nP P
o s

hv (P + P + B + N Pbs o Pb) o

B
o

p
s B.

1

If the locai oscillator power is large

P >>P +P
o s b

then

S
N

2n P
$

B

hvB + ripb oo
1

strong local oscillator

S 2BPs

N hvB
O

low background noise

The SNR of homodyne is thus 3 db greater than heterodyne and 6

db greater than direct detection.

4. I. 5 Optical Detection Statistics

In optical comzxmnication systems the detection process is char-

acterized by Poisson statistics under the assumption that the radiative

sources to be detected emit discrete particles (photons) uniformly in

time. The probability that the number of signal photons W s entering a

photodetector in a time period T is an integer k is

(Ms, T )k exp {-(Ms, T) }
P (W = k) =

s k!
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where Ms, T = average number of signal photons ilnpinging on detec-

tor per time period T. The probability that the number of background

photons W B fron_ extraneous radiative sources entering a photodetec-

tor in a time period T is an integer k is

P (W B : k) : (MB' T)k exp {- (MB, T) }
k!

where MB, T = average number of background photons impinging on

detector per time period T.

The probability of k signal photoelectrons and k background pho-

toelectrons being released by the detector per time period T is

)k
([ls, T exp {-(_s,T )}

P (V = k) =
s k!

(_B,T)k exp {-(_B,T )}
P(V B = k) = k!

where V_ n- = rl M_ _. = average nmnber of signal photoelectrons

releasect 0y a detector oi quantum efizciency rI in a time period T; and

where _B,T = rlMB, T = average number of background photoelec-

trons released by a detector in a time period T. In addition to back-

ground noise, dark current in the detector causes photoelectrons to be

emitted. Thus, the probability that the total number of noise photo-

electrons V N released by the detector in a time period T is an integer

kis

p (vN : k} : (_N,r }ke_p {- (_, T)}
k!

where [_N,T - [XB, T + id T/q, and where i d = dark current and

q = electronic charge.

When the signal and noise are both present the detection proba-

bility is

T)kexp{ ( + T ) }(las,T + _N, - tXs, T gN,
P (VsN = k) = k!
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In threshold detection systems the optimum threshold value may

be determined from the likelihood ratio test of decision theory. The

likelihood ratio is defined to be

A(k)
P (VsN : k)

P (V N : k)

A signal is judged to be present if

A(k)

1-P
s

>

- p
S

signal condition

where P
s

period T.

= apriori probability that a signal is transmitted in time

No signal is judged to be present if

A(k)
l- P

s<
P

s

no signal condition

at the threshold value kT

A(k T )

p ,-, : kT _ . _

P (VN = kT) Ps

In terms of the detection probabilities

kT

(as, T + _N,T ) exp {- (_s,T + _N,T )}
k_

k T
(MN, T ) exp {-(_N;T )}

k_

I-P
s

P
S

or simplified

kT
I -P

Ms, T

Solving for the likelihood ratio threshold yields

D

D

fi,

0

D

0

0

D

0

fi
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k T

l'ts T
J

+ in

_N, T]

Since the output of a photodetector is an integer number of photoelec-

trons, the actual threshold, NT, chosen should be the greatest integer

value of k T.

4. Z OPTICAL MODULATION

4.2. I Optical Modulation Methods

The many methods of laser modulation can be classified into

three essential techniques. The first transforms a source signal

waveform into a continuously variable modulation parameter. The

second involves time sampling with continuous modulation parameters.

The third is characterized by sampling time and allowing the source

signal to take on only a discrete set of possible values. These three

_,.i_ifi___ _ _1_l_._d l,,T_LI_ 4-Z.

Type I Modulation Systems

Communication systems utilizing Type I modulation techniques

employ modulation which varies the parameters of the sinusoidal car-

rier waveform. In considering the modulation methods, the condition

that the carrier waveform is spectrallyisolated from the modulation

Table 4-Z. Laser modulation techniques.

D
Tinne

Modulation parameter

(amplitude, frequency

phase, polarity, etc.)

Exa:nples

Type I

C ontinuou s

Continuous

FM, AM

Type II

Sampled

C ontinuou s

or Quantized

PIM, PPM

Type III

San:pled

Quantized

and Coded

Pc M /:M
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waveform must be satisfied. Under these conditions the Type I modu-

lation systems can be described by a single equation,

g(t) ' f(t) cos [_ t +qb(t)]
c

where f(t) and dp(t)are functions of the input signal, and are defined as

the n_odulating waveforms, and c0 is the carrier angular frequency.
c

In the equation If(t)12 is called the intensity modulation of the carrier,

qb(t)is called its phase modulation, and the derivative of the instanta-

neous phase, dp(t), is called its frequency modulation. In the Type I

modulation systems, If(t)[2 and qb(t)are continuous functions of an input

information signal x(t) which is to be transmitted.

Type II Modulation Systems

In time-sampled systems a sample from a signal source is used

to modulate a carrier waveform so that at the receiving end of the

communication link a sampled representation of the signal source may

be reconstructed. For a band-limited information signal of bandwidth

,. 1:%, _ =_1 _-r_l,P,r'l :::,'f" _ _=*_ c,¢ Pl_ ,= :::,_nq.nl =. =.,. .,.n"_" _,,:,q-,-,,-,A ,-,_,_...........1-,,=, 4"_;+1__

fully reconstructed at the receiver. In practice, sampling rates

higher than the theoretical minimum are often required because most

signals are not truly band-limited.

With Type II modulation systems, it is not necessary to restrict

the choice of modulation techniques to those of amplitude, frequency,

and phase of the Type I systems. Waveforna Parameters are available

for Type II systems which cannot be applied to Type I systems. These

parameters include the shaping of a transmission pulse in some man-

ner or the variation of the time occurrence of a pulse. The commonly

used systems of pulse modulation are listed be].ow.

l°IM -- pulse intensity modulation

PDM -- pulse duration modulation

PPlV[ -- pulse position modulation

In optical communication systems a burst of the optical carrier

is transmitted rather than a pulse itself. The envelope of the carrier

4-Z0
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forums a pulse, and it is the an_plitude, duration, or position of this

pulse envelope that carries the transmitted infom_ation.

In pulse position modulation (PPM) the signal waveforn_ is sam-

pled at equidistant points. The signal is then coded to give transmis-

sion of short pulses of standard height whose position in the sampling

time interval carries the information about the height of the sampled

waveforn_.

Type III N4odulation Systems

In Type III n_odulation systems the signal parameter is quanti-

tized, and the signal is time sampled. Thus, a finite number of wave-

forms will be used to represent each signal sample. The smallest

number of waveforms is, of course, two. Modulation systems

employing only two transmitter waveforms are called pulse code mod-

ulation (PCM) systems. Systems employing a large number of wave-

forms have found little application in communications.

In theory the two transmitter waveforms of PCM could take any

form. For optimu_rl detection the waveforms should be the negative of

each other. The usual iorms of the transmitted waveiorms are rec-

tangular pulses. As with the Type II pulse modulation systenas, a

PCM transmission pulse is actually the envelope of the optical carrier.

PCM data can be conveyed by several means: a burst of the carrier or

the absence of it--intensity modulation, PCM/IM; an optical carrier

of two possible frequencies --frequency shift keying, PCM/FM; an

optical carrier with a 0- or 180-degree phase relationship--phase

shift keying, PChi/PM; an optical carrier of right- or left-hand polar-

ization -- polarization shift keying, PCM/PL.

4.2.2 Optical Intensity Modulation

In the intensity modulation (IM) system the intensity of the car-

rier is directly p_'oportional to the amplitude of an information signal.

The bandwidth of the carrier is equal to the bandwidth of the informa-

tion signal. There is no quantitive method to specify the transmission

capability of a continuous n_odulation paran_eter system other than a

4-21



subjective evaluation of the fidelity of the reconstructed information

signal as a function of the channel signal to noise ratio.

4.2. 3 Optical Frequency Modulation

In the frequency modulation (FM) system the frequency of the

carrier is set proportional to the amplitude of an information signal.

The instantaneous phase qb(t) of the carrier is

t

_(t) = m f x (t) dt

where x(t) represents the information signal and m is the modulation

index. Increasing the value of m widens the channel bandwidth, but it

also reduces the signal-to-noise ratio equipment for a fixed level of

reproduction fidelity. One important disadvantage of FMis that it has

a threshoid characteristic in signal-to-noise ratio. Below this thresh-

oid value the performance of the system degrades quite rapidly.

4. Z. 4 Optical l-_21se Position Modulation

In the PPM system, signal photons are transm{tted in one of L

time slots. Let

P

PSN

P

PN

probability that the signal plus noise photoelectron

count equals or exceeds the decision threshold N T
ing a sample period.

dur -

probability that the noise photoelectron count equals or

exceeds the decision threshold N T during a sample
period

Then, based upon Poisson detection statistics, the signal plus noise

and noise detection probabilities are

p DS P + exp .- _lls p +

PSN = " i !

i =N T
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0

0

0

b

0

0

i

p _ exp -

PN = /._ i!

i=N
T

where

_s, P
= average number of signal photoelectrons emitted by

photodetector per sample period

[N, P = average number of noise photoelectrons emitted by pho-

todetector per sample period

The optimum threshold is the greatest integer value of the likelihood

ratio threshold k T where

k T

In

_ Pi (i - Pi) l
i=l

L_s, P
i+

_N, P

wiier_ x-. _p-iu/l V_ _b ..... u; ..... a " " _,, "d,_ i th

The probability of a sample error is then

I,

P ' = [probability that noise equals or exceeds threshold before]
e [signal slot J

[probability that noise equals or exceeds threshold]

+ |after signal slot, given signal plus noise does not|

[equal or exceed threshold J

[probability that neither noise]

+ Inor signal plus noise equals |

[or exceeds threshold J

probability of ]

incorrect random I
choice J
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Then,

_e'=_7_ 1-(1-_N_ti-1
i=l

L [ ]
i=l

For a uniform source distribution,

error is

0

D

D_'-_ (__ _s__) p__- _
i=l

1
P'l = -L' the probability of

O
L-1

e P
P 1 L PNP/ L PN

4. Z. 5 Optical PCM/Intensity Modulation

In the PCM/II_4 system, signal photons will be transmitted for a

"one" bit and no signal photons will be transmitted for a "zero" bit.

Let

dur -

probability that the signal plus noise photoelectron

count equals or exceeds the decision threshold N T
ing a bit period.

B

PSN

B

PN = probability that the noise photoelectron count equals or

exceeds the decision threshold N T during a bit period.

Then, based upon Poisson detection statistics, the signal plus noise

and noise detection probabilities are

I
r

D

+ _N,B ) exp - (_s B + Ji, " N, B )
B _ (_s, B

PsN : i !

i=IN T
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D

a

00

PN :

i:N T

(_N,B)I exp [- (_N,]3)}

i!

where

_s,B = average number of signal photoelectrons emitted by

photodetector per bit period

_N, B = average number of noise photoelectrons emitted by pho-

todetector per bit period.

The optimum threshold is the greatest integer value of the likelihood

ratio threshold k T where

kT = Ps _ B

-where P = apriori probability of transn]itting a "one" bit.

The probability of a bit error is then

e

I ..... 1-._1-,-.'1=_-- 4-1--_,l- _ II^_^11 =_ -i- ..... .:'.l-i-^,_l I

l.iJ ......... }, .......................... j.

probabilitythat signal plus noise does not exceed ithreshold

+ [probability that a "zero" is transmitted].

probability that noise equals or exceeds threshold I

Thus,

Pe = (P) (i-_ PsNB)+ (i- P)(PN B)

For

1
P = --

Z

Pe =---1Z [I - PSN B + PN B]

In terms of the photoelectron counts for P = 1/2
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4.2.6

= i 1 - e _N'B (_s,B + _N,B ) e - B )
2 i_

i=N T

Optical PCM/Polarization Modulation

In the PCM/PL system, the signal is transmitted in right circu-

lar polarization to represent a "one" bit, and in left circular polariza-

tion to represent a "zero" bit. The probability of detector error may

now be derived for the difference detection model illustrated in Figure

4- 5. Let

X = signal plus noise channel output

Y = noise channel output

Z - X-Y

A detection error will occur when Y > Xwith probability I, or

when Z = 0 with probability I/2. This event is characterized by bit

error probability

p = I- p(z = j)+_p(z = o)
e

j=O

DETECTOR

DETECTOR

DIFFERENCE _O
AMPLIFIER

Zz X--Y

S,GNALPLUSNO_SE ,,"_. I
F'_Q I "oH

RIGHT CHANNEL INPUT v V I

NOISE
LEFT CHANNEL iNPUT

Figure 4-5. Difference channel detection n_ethod.
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The term P (Z = j) may be determined by summing over the

joint distribution of the output channel yielding a difference, Z = j.

CO

P (Z = j) = _ P(X = j+ m) P (Y = m) for j -> 0

n-l=0

where based upon Poisson detection statistics, the detection probabili-

ties of the X and Y channels are

Irt_

p (x = i) :

(gs, B, R + t_N, B, 1_ )i

(FXs, B, R + gN, B, R ) e

k_

p (Y = i)

- (_N, B, L )

(_N, B, L )1 e

i!

where

Ms, B, R = average number of signal photoelectrons released by

right detector per bit interval

_N,B,R = average number of right channel noise photoelectrons

released by right detector per bit interval

_N,B,L : average number of left channel noise photoelectrons
released by left detector per bit interval

In terms of the detection statistics

co - (gs, B,R+ gN,B,R+ gN,B,L ) • ,(j+m), ,m

(_s,B,R+_N,B,R I igN,B,L;E °P(Z = j) = (j + m)! (m)!

m=0

The probability of detection error is then

for j > 0
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P
e

-(_s,B R + _N,B,R +MN, B L )

I - e '

j=0 m=0

+ 1/2e
-(P's,B, R + _N, B, R + P'N,B, L )

(_s, B, R
+ _N, B, I_ ) (_N, B, L )]

m=0

m! m!

m

If the average value of the shot noise is the same in both detec-

tors, then the above equations reduce to

= _N, BP'N,B, IR. N'N,B, L -

For simplicity let

Then the above equations reduce to

- (_s B + 2PN,B )
P (Z = j) = e ' (Ms, B + MN, B )J

(}_s,B
+ _N, B ) (t_N, B)] m

m=0
m! (j + m)!

for j > 0

and

P
e

-(_s, B + z_N, B )
= i - e

_ (Ps'B + PN'B)Jm,[(_s'B +(j + m),I±N'B)(PN'B)]m

•j=:O m=O.

+ i/2 e m! m!

yl-l= 0

m
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No closed form expression has been found for either P (Z : j) or

the probability of error. For large values of the noise, }_N,B' a

Gaussian approximation may be made for the expressions. However,

for smaller values of _N, B it has been possible to evaluate the expres-

sions by computer methods. Figure 4-6 shows the probability of a bit

error as a function of the signal, _s, B and noise, bN, B for an exact

analysis and for the Gaussian approximation.

The probability of error expression can be simplified by consid-

ering the noise as white and additive, and characterizing the detection

process by Gaussian statistics. Using the Gaussian approximation,

mean squared, (Z), to the variance, CZz, of the
E 2the ratio of the

difference output distribution can be set equivalent to a normalized

signal-to-noise ratio. Let

I0

Figure 4-6.
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2
E (Z) _ S

Z N
o- Z

where

S : signal power

N : noise power

The mean and variance of the output are

E(Z) : E(X)- E(Y)

2 2 2
CZ : CX + CY

For the Poisson distribution the mean and variance are identical to the

exponent of the exponential in the Poisson distribution. Thus,

E(Z) = bs,b, 1% + lah,b,R - bh, b, L

2

°-Z : _s,b,1% + Ph,b,R + I_h,b,L

If the noise is equally divided between the channels

E(Z) : _s, B

2
°-Z : _s,B + 2VN, B

The output distribution and probability of error are then

p(z) : 1 e

2_ (_s, B + 2faN, B

(Z - _s, B )2

2 (Ps, B + 2_N, B )

and

P
e
: f

_s, B

+ 2_N, B W 2

e
e

Vf2_

dw
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4. 3 COMMUNICATION CODING

A generalized block diagram of the coding elements of a commu-

nication system is shown in Figure 4-7. The source coder at the

transmitter is the equipment that converts the source data-- e.g., TV,

voice, scientific information--into a sequence of code bits of minimum

possible length. The receiver source decoder perforpns the inverse

operation of reproducing the source data from the code bits. The

operation of source coding and decoding is denoted as data conditioning

and reconstruction.

The channel coding equipment at the transmitter puts the source

message sequence in a form that will minimize the effects of channel

noise. At the receiver the channel decoding equipment reconstructs

the source message sequence. The channel coding and decoding opera-

tions are performed.by the format coding and decoding equipment. In

addition, the format coding operation consists of message arrangement

and identification for transmission.

4.3. I Data Compression

Data conditioning offers the possibility of an increase in the

information rate of a communication system after optimum coding and

modulation techniques have been applied to the system, and when the

physical limits of communications equipment have been reached. The

information rate increase is realized by transforming the source data,

by an elimination of redundancy, into a form in which fewer symbols

are required to describe the data. The theoretical possibilities of this

type of data compression for voice and picture communication are

enormous. Data compression for scientific and engineering data is a

function of the type of data but, in general, scientific data is capable of

a large amount of reduction. Table 4-3 presents esti_nates of source

bit rate reduction possible with various techniques of compression

schemes.

It would be desirable to employ a single, simple data compres-

sion device for all classes of data in a generalized coI_munication sys-

ten_. However, such a device has not been developed or even
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approached to date. The n_ost promising path to the realization of a

generalized data compressor in the near future seems to be the devel-

opn_ent of separate compression schemes for the three main classes of

data--pictorial, speech, scientific, or engineering. In such a system,

the physical characteristics of each class of data can be employed to

realize practical data compression most efficiently.

4.3. Z Data Representation

The specification of the format coding equipment for a deep

space optical communication system requires investigation of the theo-

retical problems of data representation and message arrangement.

The selection of a form of data representation entails choosing a set of

electrical waveforms in accordance with the modulation method to rep-

resent each sample of the data. Inherent in this selection will be

determination of the synchronization and data identification information

to be included in a communicated message.

With optical PCM systems, data is represented as light of right

r° 1 • ,o d- d,. _ .... _1 ..... "_ __. ..... 1__ _" .¢._11

intensity or zero intensity. Regardless of the modulation parameter

chosen to represent a bit, there is a problem of determining the form

of the bit representation. Several popular forms of bit representation

are illustrated in Figure 4-8. There are advantages and disadvantages

to the use of any particular form. For example, the return to bias and

return to zero forms require twice the transmission bandwidth of the

other two forms of bit representation, but they silnplify the bit detec-

tion task since a one or zero is always represented by the same state

of the modulation parameter.

Another aspect of the problem of data representation is the pos-

sibility of placing the data on a subcarrier channel prior to modulation.

Subcarrier techniques offer many practical advantages in equipment

design since they allow the use of ac rather than dc coupled demodula-

tion and detection circuits. In addition, certain types of noise disturb-

ances which are located in the lower region of the frequency spectrum

can be bypassed by subcarrier data representation. However,
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Figure 4-8. Bit representative forms.

background, thermal, and shot noise present in the detection system

may affect the data transmission differently when the data are carried

on a subcarrier.

The problems concerning the form of data representation and

message arrangement have been investigated thoroughly for radio

co1_munications, and the solutions are not expected to differ markedly

for optioal communications. However, the requirements of an optical

communication link and the capabilities of the various methods and

techniques of data representation coding inust be matched for the sys-

ten_ under consideration.

4. 3. 3 Synchronization

Time division modulation systems, such as PCM and PPM,

require synchronization between the transmitting and receiving equip-

n_ent to ensure accurate decoding. The degree to which synchronization

4-35



is established directly affects the signal-to-noise perfor_nance of a
communications system.

Accurate timing references can be generated at the receiving

terminal of a PPM communication system by using synchronization

information contained in the transmitted waveform without using addi-
tional transmitter power for this purpose. Synchronization can best be

made where each successive waveform is guaranteed to possess a

unique characteristic or where each succeeding waveform is guaran-

teed to be in some way different from its predecessor. For example,

a PPM syste_x_may convey frame synchronization by making one of its

bursts of information wider l!han any other in the sequence.

In PCM modulation systems, a receiving station must lock in

frequency and phase on the transmitted digital rates to fulfill its

requirement to gain synchronization. This lock must be achieved and

maintained even when the transmission medium is noisy for the data to

be interpreted correctly. The synchronizer must have the ability to

detect transmitted sync codes even when they are corrupted with erro-

neo1_s hit_: to verify that the detected codes are transmitted p_rind_-

cally, to compute the detected code frequency of occurrence, and to

measure the mean error rate to ascertain whether or not the detected

code is compatible with the expected code. Usually several levels of

synchronization exist concurrently in a PCM telemeter format--bit,

word, frame, and subframe synchronization.

The PClk4 synchronizer must operate in three different modes:

I) the search mode during which the synchronizer looks throughout the

transmitted PCM data for the synchronization pattern; 2) the check

mode during which the synchronizer verifies that the pattern found in

search does occur periodically, which will increase the probability for

that pattern to be transmitted synchronization code; and 3) the lock

I_ode during which the synchronizer will put the emphasis on its fly-

wheel characteristics to maintain lock as long as the mean error rate

is coI_patible.

Word synchronization has been accon_plished by the separation of

words in time by a pulse of a different amplitude, or by a special code
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consisting of a few bits. Because of its bandwidth requirements, word

synchronization ]has fallen into disuse. Frame synchronization is usu-

ally accomp]ished by transmitting a special code every time the basic

commutator recycles. This code _nust be detected by the frame syn-

chronizer, \vhich in turn resets the decommutator word-per-fralme

counter. Whenever the telemeter format involves a solid word syn-

chronization, it is possible to forbid the generation of any given code

sequence, and therefore the frame sync code pattern is unique, but

only if a noise-free transmission link is assumed. In the absence of

word sync patterns, uniqueness is impossible to preserve since adja-

cent portions of sequential words n_ay create a spurious code pattern.

A known solution for the problem of quasi-static data, which may con___-

stru_____edata bits into a sync code pattern, is the alternative transmis-

sion of sync code patterns and their binary complements. This method

will completely elin_inate the possibility of not acquiring sync because

of the presence of quasi-static data.

Subfran_e synchronization utilizes two different methods. One--

the basic fralr_e where the subcommutator recycles.. This code can be

transmitted \vhere the subcommutated primary channel would have a

predetermined position within the primary frame independent of the

location of the subco1_nn_utated channel. The other method -- countdown

-- consists of transmitting the number corresponding to the segment

position of the subcommutator every frame. This method requires

more bandwidth than the recycling method. The countdown method

permits on the average a faster subcommutator sync acquisition but is

extremely vulnerable to noise and should be used only where the error

rate is expected to be low.

A synchronization process that may be used in a telemetry sys-

tem is a unique co_nbination of the basic properties of phase-lock

groups and quasi-random binary sequences, commonly called pseudo-

_loise (PN) sequences. A PN sequence, which is odd in length, when

phase con_pared with a duplicate of itself does not look like this dupli-

cate until both sequences are in perfect alignment. Therefore, this
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process is capable of producing a unique sync pulse rate. The auto-

correlation function of a PN sequence is obtained by comparison of

adjacent bits in the duplicate sequences. The autocorrelation function

-- (number of sin_ilar bits --number of dissimilar bits)/total number of

bits in sequence -- wifl have its numerator equal to I whenever the

sequences are not in alignment and will equal 0 whenever the

sequences are aligned.
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5.0 TRANSMITTING POWER SOURCES

5. 1 INTRODUCTION

This section presents a discussion of RF and optical power

sources. The division of the spectrum for these two areas was arbi-

trarily chosen at approximately 300 microns. These RF sources

include microwave, millimeter wave and submillimeter sources and

optical includes UV, visible and infrared (to 300/_ ).

The approach taken has been to include in each section some of

the theory of operation of these devices as well as present performance

values. This theory can then provide the basis for interpretation and

{possibly) extrapolation of the values given. In addition it can display

those constraints on parameter values which limit their use to mutually

compatible regions of parameter space.

In addition to the listing of the present state-of-the-art performance,

salient trade-off in terms of "measures of merit" for the various

devices are given. Parameter vs burden relationships are given

when possible, but shoulci at thlS point De cons_eerea as Drel_m_narv.

5. Z RADIO FREQUENCY SOURCES

It is the purpose of this section to review the theoretical design

considerations of known radio frequency sources. The review is

limited to those factors which predict the principle electrical and

mechanical characteristics which affect the use of the source in track-

ing and communication systems. In this sense, sources are meant to

include both oscillators and amplifiers since either may represent the

basic transmitter device. A natural division results as a function of

frequency because of the fundamental mechanisms involved in the

conversion of dc to r-f energy. For the present purposes, the frequency

range is divided and defined as follows.

2
5-i 6 February 1966



UHF i00 mc to i000 mc

Microwave i Gc to 30 Gc

Millimeter 30 Gc to 300 Gc

Submillimeter 300 Gc to i000 Gc

In addition, the discussions which follow are limited to cw devices.

5. Z. 1 Radio Frequency Source Theory

UHF Sources

In general, negative grid tubes dominate the UHF frequency

region. Conventional tubes such as triodes and tetrodes are utilized

in external resonant circuits for Class A or B operation. At the higher

frequencies these resonant circuits take the form of coaxial lines.

Electron transit time effects limit the extension of these techniques to

higher frequencies and in this area, power limitations occur due to

the thermal capability of the collector and the envelope seals. The

relative advantages and disadvantages of this class of device is sum-

....... ed in the fe!!_,_g T_l_le __I

Microwave Sources

At frequencies where electron transit time effects are significant,

some form of velocity modulation tube is employed to overcome these

limitations. Basically, this technique provides a means for a bunch

of electrons containing the input DC power to remain in approximate

time or space synchronis1_ with a component of the AC wave so power

can be transferred continuously. Transit time effects are no longer of

consequence because an electron continues to see the same phase of the

AC field in spite of the axial motion of the bunch of electrons. The

electrons give up either kinetic energy in the case of a klystron or

traveling wave tube, or both kinetic and potential energy in a crossed

field tube. Tile interaction region normally takes the form of a slow-

wave circuit in tlle vicinity of the electron bunches such that the electrons

see the r-f fields associated with the wave propagating structure. The

various types of these tubes are summarized in Table 5-Z.
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Table 5- i. Negative grid tube characteristics.

|

|

|

g

l

|

8

g

ADVANTAGES

1. Good phase stability and tracking characteristics,

because of short transit time. Typical sensitivity

to change in voltages is:

Screen- 1 degree per 1 percent 6E at 1 gc
sg

Plate --0.5 degree per 1 percent /hE .
P

Plase variations due to drive level and filament

voltage changes are negligible.

Because the gridded tube has short elec-

trical length, its phase tracking characteristics

are determined primarily by the associated cir-

cuitry. Mass-produced double-tuned circuits

show typical phase track deviations of 5 degrees

over the usable bandwidth. A suitable secondary

coupling can be chosen to give linear phase-

frequency characteristics.

2, High Efficiency. At 500 me, typical plate

efficiencies approach 70 percent for class C

operation. Overall efficiencies of 50 percent,

including filaments, are common.

3. Economy. Most coaxial tubes have a simple

structure and are easily mass-produced. It is

usually possible to select a tube already in mass

production. This affords additional economy.

4. Inherent Filtering Action. For a double-tuned

reentrant cavity, in which a tetrode normally

operates, the roll-off is at a rate of 12 db per

bandwidth octave. For a 2 percent bandwidth

device at 500 me, typical second harmonic sup-

pression is more than 80 db for _lass B

operation.

5. Much more experience exists in design of vacuum

tubes than in other types.

6. No focusing magnets or field are required,

therefore weight and volume are reduced.

7. Tetrodes can operate from adc supply on the

plate. Because the control or screen grid can

act as a switching element, efficiency is greater

and noise is lower.

8, Tetrodes are constant-current generators and

tolerate mismatches better than devices depend-

ing upon traveling- or standing-wave operation.

9. They are relatively insensitive to temperature

up to the rating of the envelope seals.

2.

5.

6.

DISADVANTAGES

Limited gain-bandwidth product. 1000 to 2-500

mc for class A operation and 500 to 1000 nlc for

class B are typical. These values hold for

operations to about 500 mc; above this frequency,

the product drops off rapidly.

Operating frequency is limited to less than

1000 me. Above this, transit time is long

enough to create current wave-form distortion

in the plate current. The result is decreased

gain-bandwidth product and lower efficiency.

Higher-power tubes are disproportionately

expensive. :['his is attributed to the fact that

higher-power tubes have not been l=oanufactured

in such large quantities as the smaller ones.

Reliability and life expectancy. The cathode of

gridded tubes must deliver a greater current

density than that required by other devices. In

addition, maximum r-f current must be instan-

taneously available for the cathode, thus

requiring that the cathode operate at a compar-

atively high temperature. As a result, normal
•, , ,.t • _ • .... ,I _r, nn ,_

5000 to 15, 000 hours. However, arcing and
other failure mechanisms reduce the MTBF of

most types to about 3000 hours.

The tetrode is a filamentary device requiring a

variety of electrode voltages. Distribution of

these voltages within a complex system can be

trouble some.

Arcing problems are generally greater than in

other devices due to close spacing of elements.

7, High output capacitance limits bandwidth.
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Table 5-Z. Type classification of microwave tubes -- oscillators and

amplifiers.

0

i
u

[a

Crossed Field

(M -type)

Linear (Single

or Parallel)

Field

(O-type)

Injected Beam

Continuous

Cathc._Je

lnjectt:d Beam

Interaction Circuit

P, ackward Wave Forward Wave Standing Wave, cavity

Oscillator Amplifier Oscillator Amplifier

M -BWO

M -Car cinotron

Stabilotron

O-BWO

O-Carcinotron

M-B WA

Bitermitron

Amplit ron

CFA

O-BWO

Oscil!ator Amplifier

TPOM CFA

TPOM

B imat ton

VTM FWA-CFA

Dernatron

TWT

TPO

Magnetron

I_lyst ron

Reflex

l_lystron

Monofier

Monotrort

Circlotron

lKlystron

The important types of tubes shown above may be reviewed as

follows.

K1ystrons. The I¢lystron ampllfier is a well dev_iup_d, _Ii_LI_, ,_,,,I

in many cases a long-life device. If conservatively designed, it Should

be capable of meeting space requirements. The requirement for a

high voltage, high power modulation technique reduces the overall

efficiency of a transmitter chain using a klystron as the final power

amplifier.

Table 5-3 summarizes the significant advantages and disadvan-

tages of klystrons.

TWT's. The traveling wave tube is inherently a high average power

amplifier so there exists no problem in achieving the parameters

necessary in a space system. Furthermore, theTWTcan be made

with arbitrarily large gains without sacrificing any of its outstanding

electrical characteristics, and without increasing prohibitively the

overall package size and weight. Periodic focusing of TWT's has

resulted in a very light weight, compact structure ideally suited to

spaceborne applications. I-lereinlies one of the significant advantages

D

Q

a

0

W

Q

D
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Table 5-3. Klystron characteristics.

ADVANTAGES

|. Single envelope is practical for gains up to 30 1.

db. depending on output power lew_ls.

Z. Much developn_ent experience exists both at 2.

high power {xnegav,,atts) and lower drive levels

(tens of kws). 3.

3. Bandwidths to l0 percent have been achieved

in high-power units; 5 percent or less is naore

realistic at low power.

4.
4. Klystrons can be made to operate with dc beam

supplies by employing switching or modulating

anodes. 5.

5. Klystrons still offer higher power than any

other tube type.

6.
6. Focusing is nornlally performed by solenoids.

7. More design and developrr, ent experience exists

on this type of beam device than on any other. 7.

8. lligher perveaaces have been achieved than in 8.

TWTs. This permits lower beam voltages for

equivalent output power.

9. System reliability is enhanced in cases where

30 db gain is sufficient, since a single amplifier 9.

stage is adequate.

10. Cooling techniques are known and optional; air

and liquid are common.

11. Since the klystron is a unidirectional device,

operation into a mismatched load is possible

without isolation, depending on system limits of

power and phase shift.

IZ. More recently developed electrostatically

focused klystrons offer reduced size and weight.

............. _ .............. r ...... o - :- ......

* " *, .............. b ......... o _ r ......

sensitivity.

DISADVANTAGE5

Longer electrical length per db of gain as com-

pared to cross-field devices.

Gains are about half those obtained with TWTs.

Klystrons require a filamentary cathode and

gun for operation, thus more electrode voltages

are needed.

Higher beam voltages required for a given out-

put power than in crossed-field devices.

Bandwidth limitations are severe at low power

(tens kws); Z to 5 percent is typical.

Good voltage regulation may be required for

acceptable phase stability.

Efficiencies of 25 to 35 percent are typical.

Structure offers moderate filtering; may require

separate high power filters at an additional

cost to the system.

Reliability not reasoned to be as good as cold

cathode devices operated without gun.

1

0

|

that the TWT possesses compared to its counterpart in the klystron

field. At present, kIystrons are focused with heavy, bulky permanent

magnets of the horseshoe variety. These large magnets create an

extensive leakage field which affects all of the surrounding electronics,

and furthermore, there is no easy method of shielding these fields

without degrading the kiystron performance.

By appropriately designing the electron gun optics so that the

emission density at the cathode surface is quite low, TWTs can be

made to yield an arbitrarily long life. This has been established, for

example, with the Bell Telephone Laboratory TWT designated for the

transcontinental radio relay link. Hundreds of these devices have been

Under continuous life test for more than four years without a single
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failure attributable to the basic tube design. An expected life greater

than 40,000 hours has been established beyond all reasonable doubts

for these tubes.

Table 5-4 summarizes the significant advantages and disadvan-

tages of traveling wave tubes.

Crossed-Field Devices. Under this general category falls the conven-

tional magnetronoscillator, the amplitron amplifier, and the many

linear beam-type magnetron amplifiers. This class of tubes is in

general the most efficient and are lighter and smaller per kw of output

power than any other device. The basic problem with these tubes is

life. Recent advances such as the coaxial magnetron oscillator show

promise of increasing the life; however, extensive data is not available

at this time. Table 5-5 summarizes the significant advantages and

disadvantages of crossed-field devices.

Table 5-4. Traveling wave tube characteristics.

I.LVI.':T.tCZZ

1. Single envelope is practical for gains to about
60 db.

2. Much development experience exists both at

high power levels (megawatts} and lower drive
levels.

3. Bandwidths beyond 10 percent are common in

today's TWTs.

4. Can operate with dc beam supplies by employ-

ing switching or modulating anodes. Grid

control is possible at power levels below lOkw.

5. Long length, small-diameter form factor is

suitable for phased arrays limited to tube

diameters of less than k[2,

6. Several types of slow-wave structures can be

cascaded in a single envelope to optimize the

r-f coupling desi[,n.

7. Focusing can be accomplished by electromag-

nets, permanent magnets, or electrostatically,

depending on system requirements

8. Reliability is enhanced by single-stage

operation.

9. Depressed-collector techniques ease regula-

tion requirecnents on high-current beam

supply.

10. Cooling techniques are known and operational;

air and liquid arc common.

ll. Severed or attenuated slow-wave structures

enable operation without circulators into a

mismatched load, depending on the limits of

phase tolerance,

12. No doubt exists about development and mass

production of 7W]'s.

nlq A r_V A NT A_

I. Long electrical length per db of gain in com-

parison to other tubes,

2. Phase sensitivity of r-f output is very dependent

on beam voltage, because the device operates

on the principle of synchronism between

electron velocity and r-f velocity on the Mow-
wave structure.

3. TWTs require a filamentary cathode and gun for

operation -- more electrode voltages are thus
needed.

4. Low perveanee of TWTs requires higher beam

voltages for a given power output compared to

other devices. High perveances involve hollow

beams, whose increased Cul'renC density may

cause focusing difficulties and cathode loading

problems,

5. H_gh gains usually require solenoid focusing (or

a recently proposed magnetic matrix focusing

technique). Solenoids for high power tubes are

large, require substantial power, and create

packaging and distribution problems.

6. Acceptable phase stability calls for good beam

voltage regulation.

7. Efficiency is ._ Z5 percent without depressed

collectors. Depressed collectors raise effi-

ciency by _ l0 percent.

8, Electrical structure offers very little filtering.

Separate high-power filters may he needed,

5-6



Table 5-5. Crossed-field tube characteristics.

I

|

a-

ADVANTAGES

1. Gains to 45 db possible with injected beam l.

variety; 10 percent bandwidth typical.

Z. Good phase stability; fairly independent of

anode voltages, since velocity synchrunism is 2.
not an operating requisite.

3. Distributed emission type has shortest elec-

trical length per unit gain of all tubes,

4. Can operate with a cold cathode; electron gun
or filaments are avoided. 3.

5. Reasoned to have long life compared to fil-

amentary devices.

6. Small in size and relatively light in weight,

7. Distributed-emission type provides the lowest 4.

anode voltage for a given power output. This

simplifies the power distribution system.

8. Air or liquid cooling is acceptable.

9. Highest microwave tube efficiencies:

5.
Injected beam -- 35 to 50 percent

Distributed emission --45 to 65 percent

10. Operated at saturation to give a constant out-
put independent of input power variation; makes 6.

a good limiter.

11. Can be used in a duple×ed system with receiver

and duplexer on the low input side.

12. Structure is ideally suited for mass production

under tight mechanical tolerance control.

D1SADVANTAGHS

Limited gain of 10 to 15 db for distrihuted

emission and types.

Has very limited dynamic range of output power

for a particular anode voltage and varying input

power,

Crossed-field tubes are bidirectional. Any
reflections into the output will return directly

to the driver or input circuit. A circulator or

isolator is thus necessary.

Injected beam types require very good regula-

tion of sole voltage for good phase stability.

Typical values are Z0 degrees for a I percent

change in sole voltage.

In distributed emission types it is difficult to
initiate emission.

Perveance of injected beam types is comparable

to that of TWTs, thus requiring higher beam

voltages for a given output power.

l

g

1

lid

.°

Millimeter Sour c e s

Most of the successful attempts to develop sources in the milli-

meter wave region of the spectrum have involved extensions and

extrapolations of the microwave device techniques. However, since

the slow-wave circuit must have dimensions comparable to a wavelength,

the problems of electron control and circuit thermal dissipations become

forznidable. The linear beam, or O-type distributed interaction device

overcomes these difficulties better than the klystron or crossed field

tube for rather fundamental reasons.

In the traveling wave type of tube, in the ideal limit the electron

stream need not touch the r-f circuit and the beam collection function

is accomplished by a separate and easily cooled electron. A distributed

interaction device such as a traveling wave tube has an additional

advantage over a single output gap tube such as a klystron. When all
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the power must be transferred to the output circuit via a single gap,

high Q circuits are involved with the problems of rnultipactor effects

and voltage breakdown.

Surprisingly, the efficiency of the overall device in millimeter

wavelengths does not suffer appreciably when compared to microwave

tubes. Because the millimeter interaction efficiency is necessarily

low, the beam has a more uniform distribution of velocities. Accord-

ingly, the collector electrode can be operated closer to cathode poten-

tial without danger of returning slow electrons into the circuit region.

This operation results in a recovery of the overall conversion efficiency.

Submillimeter Sources.

The conventional techniques of r-f device design become

thoroughly impractical at frequencies over 300 Gc. Barring a techno-

logical breakthrough, one of the better means of producing power at

these frequencies involves harmonic generation. Because large powers

are available in the millimeter wave region, comparatively low har-

resolves itself to the development of the non-linear device which can

accept large input powers. One of the likely candidates for this

application is high pressure gas discharge plasmas. Notable success

has been achieved in this area and there appears to be considerable

promise for further development.

Scaling Laws

Because of the complexity of the tube design problem it is difficult

to reduce the available tradeoffs to simple scaling laws for all param-

eters. The general rule to indicate the difficulty in achieving a

particular performance level related any two designs according to the

factor of power times the square of the frequency. While this guide

represents a gross oversimplification, it is still probably the best

first approximation to a general scaling factor.
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Some of the scaling laws pertaining to particular tube parameters

can be given crude approximations. Since power, weight, voltage,

bandwidth and frequency are most important considerations for system

application, the following guide is intended to relate these parameters.

Constant I Parameter Z _ Parameter 3

Frequency

Po_ve r

Frequency

Power _ (Voltage) l/X

Frequency oz Voltage

Weight _ (Bandwidth%)

5. Z. 2 Available Source Performance

Vacuum Tube Sources

UHFSources. The present state-of-the-art in power grid tubes varies

from a I00 mc tube that can supply I00 kilowatts and weighs 100pounds

to a I000 mc tube that can supply I00 watts' and weighs 5 pounds.

These tubes have the advantage of requiring no additional magnets

for tube operation.

Microwave Sources. Microwave sources fall into two general classi-

fications. First are the relatively low power tubes that are very light

and designed for extremely long and reliable life times. Several of

these types of tubes have been used in current spacecraft with excellent

results. In general, they provide from Z to 20 watts in the range of

i-I0 Gc and weigh about one pound. However, these tubes cannot

compete on a power/weight basis with the brute force power tubes

which have been built without real concern for the total weight of the

system. These tubes can demonstrate power in excess of I00 kw

although the weight of the tube and magnet system can easily exceed

I000 pounds. Indeed, current development is in progress on a tube

to produce one megawatt of cw power at X-band. The weight and voltage

penalty for these tubes is, of course, very high. But for the transmis-

sion of the maximum power levels they are without competition.
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Millimeter Sources. Available power levels for mm waves between

30 and 100 Gc have increased by three orders of magnitude since 1960,

and efficiency of sources has been increased to be competitive with

microwave sources. One kilowatt cw sources are now available at 35

and 55 Gc with efficiencies up to 35 percent. These levels are being

achieved in devices using reasonable voltages and having operating

lifetimes of many thousands of hours. Methods are being developed

to permit economical manufacture. New techniques are being exploited

to realize lightweight sources suitable for airborne and space use.

It is convenient to separate the cw sources into low or high power

categories. Since there seems to be a relative abundance of sources

delivering tens of milliwatts, but very few delivering over 1 watt of cw

power, a division at the 1 watt level has been chosen to separate "low"

power from "high" power.

All of the commercially available low power prime sources are

either backward-wave oscillators or klystrons. The power available

from the prominent tube lines supplied by various manufacturers is

shown in Figures 5-I and 5-Z for the millimeter Portion of the spectrum.

Brief comments on the various lines are included in the following dis-

cus sion.
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Power characteristics of available low-

power backward-wave oscillators. Sperry

and Bendix use Karp structure, and CSF

uses the vane line. In general, these tubes

use low operating voltages and are suited

for local oscillator and laboratory source use.
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Power characteristics of available low

power klystrons. All tubes are reflex

klystrons and are light in weight since

they use no magnetic focusing fields.

They are particularly suited as pump,

local oscillator, and laboratory signal
sOUrCes.

Four col_panies market extensive lines of low power backward-

wave oscillators. The most complete line is the TWO series of Bendix,

which covers the entire range from 40 to 140 Gc. Most of these tubes

can be procured in either solenoids or permanent magnets. They use

Karp structures and can be electronically tuned over 15 percent ranges.

Maximum operating voltages are 3500 volts or less.

Sperry has developed a very similar line of tubes covering the

range up to about 90 Gc. Designations are SBM 421 and SBE 402.

These tubes are packaged in permanent magnets and weigh only 7

pounds. Both tubes use the Karp structure and maximum operating

voltage is 3Z00 volts.
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Siemens-Halske markets the R\VO 40, 60, and 80 covering the
frequencies from 26.5 to 90 Gc. Power output varies from 60 to 5 row.

The RWO 60 weighs about 17 pounds. These tubes require several

variable voltages for various focusing electrodes. They use a form of

interdigital slow-wave structure and convergent electron guns.

CSF of France dominates the very high frequency range beyond
that shown in Figure 5-1. The COE-Z0 will deliver 500 mw over a I0

Gc range at about 140 Gc, and will deliver about l watt over a few

gigacycles. This is the first tube discussed which uses the Millman

structure and is more typical of the high power designs. The COE I0

delivers i0 to 20 mw over a i0 percent range at 300 Gc. The COS-09

delivers 30 to 50 mw in the 350 Gc range. The COS-07 delivers 5 to

i0 mw in the 400 Gc range, while the COS-06 delivers 5 mw in the

vicinity of 485 Gc. This company (CSF) has demonstrated an oscillator

which delivers 1 mw at 708 Gc, the highest frequency oscillator ever

generated by this means. All of these tubes use the the same general

structure together with highly convergent electron guns. For the most

Many companies market extensive klystron lines operating up to

170 Gc. Most extensive coverage is achieved by Varian, which lists

tubes capable of delivering I00 mw or more to 140 Gc, and 50 mw to

170 Gc. Maximum voltage is Z500 volts. The tubes are extremely
light in weight and are air cooled.

Oki Electric of Japan lists a series of reflex klystrons covering
the range from 30 to I00 Gc. Available performance data indicate

power levels of over i00 mw in the 30 Gc range to about 60 mw in the
75 Gc range.

Amperex (Philips) lists the DX 184, 151, Z4Z, and 237 which

operate at 8 mm, 4 mm, 3.Z ram, and 2. 5 mm, respectively. They
deliver several tens of milliwattsup to I00 row.

Raytheon markets an extensive line with frequency coverage to

about IZ0 Gc in its QI<IK series. Power levels vary from i00 mw at

the lower frequencies to 20 mw at the higher frequencies.
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Litton Industries also markets several relatively high powered

reflex klystrons in the 35, 50, and 70 Gc ranges.

Tubes listed below deliver 1 watt or more. All of the tubes which

meet this requirement are listed in Figure 5-3 and all except CM08X

are linear beam, O-type devices.

The type number of each is shown followed by the letters O or A,

to designate it as an oscillator or amplifier.

All of the oscillators shown in Figure 5-3 are of the floating

drift tube klystron type or of the Millman backward-wave oscillator

type, or are closely related. Hughes lists backward-wave oscillators

delivering 15, 8 and 2 watts at 5.5, 3.2, and 2 ram, respectively. All

of these tubes are air cooled and operate at efficiencies up to 15 percent.

All use depressed collectors to achieve this relatively high efficiency

and low tube dissipation.

Litton markets the Elliott line of floating drift tube klystrons

which operate in the 35 and 50 Gc ranges. The highest power available

is 50 watts at 35 Gc from the L3736. All of the tubes are liquid cooled

and mounted in permanent magnet packages weighing about 10 pounds.

Oki lists the 35Fi0 and 50Fi0 iaddertrons which deliver i0 and

2 watts, respectively. Their principle of operation is quite similar to

the floating drift tube klystron except that a distributed interaction is

provided in the cavity. CSF lists another Millman type of oscillator

which delivers 8 watts over an extensive range at 70 Gc. Watkins-

Johnson advertises the W-J Z8Z which delivers 750 watts at 35 Gc. It

is a modified version of the W-J 266 amplifier which includes an inter-

nal feedback mechanism to make it oscillate.

Hughes lists the 81ZH, 813H, and 814Htraveling-wave amplifiers

which deliver 150 and 1200 watts at 5.5 ram, and 150 watts at 3.2 ram.

All of the tubes use coupled-cavity slow-wave structures and highly

convergent electron guns. The 812H and 814H are air cooled while

the 813H requires liquid cooling. All of the tubes use depressed

collectors (operating at about 30 percent of beam potential) to maximize

efficiency. The 812H and 813H operate at 30 to 35 percent efficiency,

while efficiency of the 814H is 20 percent. Small signal gain of the

813H is 26 db, with saturated gain over Z0 db.
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Figure 5-3. Power characteristics of available high

power cw sources. Most significant is

35 percent efficiency achieved in the
813H and marked increase in available

power which has occurred since 1960.

The W-J ZZ6 also uses the coupled cavity circuit and delivers

1 kw at 35 Gc. Gain is 13 db and operating efficiency is about I0

percent. This tube is also liquid cooled but does not incorporate a

depressed collector.

Solid State Sources

Solid State transit time devices are presently receiving much

attention as microwave oscillators and amplifiers. There are two

categories of transit time devices; those utilizing the Gunn effect and

those based on avalanche breakdown. The avalanche breakdown devices

are of two types: the simple reverse biased p-n junction, and the more

complex Read diode.

Gunn effect devices have been operated both as oscillators and

amplifiers; cv_ oscillations at Z to 3 Gc with power output of more than

60 m\v at efficiency exceeding 5 percent and cw oscillations to 10 Gc

at lower powers have been obtained. Spectral line width is reported as
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less than l kc which is better than any other self excited microwave

oscillator. Pulsed power of 190 watts has been obtained using two

samples in parallel and 1 kw pulsed power is thought to be possible.

Amplification of 4 to 5 db over a 600 to 700 mc bandwidth at 4 Gc with

10 db peak has been reported with a Z0 db noise figure, using a circu-

lator as an input-output device. By using a high resistivity epitaxially

grown Ga As layer cw oscillations up to 12 Gc have been obtained.

Epitaxia[ Gunn effect devices have high promise for extending the

frequency range upward and increasing cw output powers. Tunability

is reported for Gunn effect devices (by varying cavity dimensions) over

a frequency range as large as 0.8 to Z Gc. Phase locking of pulsed

Gunn oscillators has been achieved by cw injection.

The avalanche breakdown p-n junction has been operated both as

an oscillator and an amplifier. Continuous wave oscillations of 13 mw

at I0 Gc with 0.5 percent efficiency have been obtained. In a circula-

tor coupled amplifier circuit Z0 db gain at 30 mc bandwidth with 50 to

60 db noise figure has been realized. Pulsed oscillations of 350 mw

at 50 Gc with 0.5 percent efficiency have also been obtained.

'l'he more compllcated Reae dlode offers improved efficiency.

Read diodes have produced 19 mw of cw power at 5 Gc with I. 5 percent

efficiency. Pulsed efficiencies of greater than 2 percent have been

measured at millimeter wave frequencies.

Experimental models of transit time devices are typically mounted

in standard varactor packages and are operated at room temperature

in a tunable reentrant cavity. The active se1_iconducting element is

usually very small - typically 0. 002 x 0. 005 x 0. 005 inches - and

weighing thousandths of an ounce. The only requirement on the mount

is that the electrical contacts also serve as good heat sinks. Thus the

package could be miniaturized. The major contributions to size and

weight would undoubtably come from the cavity or waveguide in which

the device is mounted and the connectors etc. for the source of electri-

cal power. The use of batch fabrication processes should make the

cost of these devices quite low. All of these devices apparently have

the other usual advantages of solid state devices: lack of heaters,

ruggedness and reliability.
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5. g. 3 Power-B:irden P,elationships

The evaluation of radio frequency transmitting sources was made

as a function of frequency. The total amount of power per unit area

was considered as a function of the cost of producing that power. For

a spaceborne source, this cost involved the weight and prime power

requirements. For a ground based transmitter, these costs were not

considered because of the availability of space and power. The only

fundamental limitation is, therefore, antenna gain which varies as

the square of the frequency. This, of course, assumes no limit to the

mechanical accuracy to which the antenna can be constructed nor a

limit to the pointing accuracy.

The evaluation of CW radio frequency generation equipment
.. _2 p _ .. Pmax

according to the figure of merit, IVlSB - _ _ ana _G - _ , was

considered over the frequency range of 1 to 300 Gc. Using. rough

approximations of the typical numbers of the quantities in the formula,

the significant trends were clearly evident. Over the specified fre-

quency range, each parameter changed approximately as follows:

power (watts) = P, changed about six orders of magnitude,

decreasing from about 1 megawatt to

1 watt with increasing frequency.

•wavelength (meters) = lZ, changed about five orders of magni-

-i -6
rude, decreasing from i0 to I0

meters 2 with increasing frequency.

weight (pounds) = W, changed about two orders of magnitude,

decreasing from about 103 to i0 pounds.

It is obvious that the primary characteristics of the figure of

merit are due to the available power and the antenna gain. This condi-

tion is helpful in the evaluation because these two quantities can be

detern_ined in a survey with greatest confidence.
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3

In general, the highest figures of merit were obtained with

triodes at the lowest frequencies, with klystrons in the mid-microwave

area, and traveling wave tubes in the millimeter wave spectrum. The

extremely light, low power tubes never competed with the heavy, brute-

force type of high power device in this evaluation.

In Figure 5-4, the figure of merit MSB is plotted as a function of

frequency along with plots of the two separate terms included in the

overall figure of merit. The dotted line takes into account some tubes

which are currently under active development with enough results to

justify their inclusion in this analysis.

The two portions of the figure of merit expression are plotted

separately to illuminate the characteristic more fully. The expression

_2/XZ is basically a term over which the designer has very little control.
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Figure 5-4. Figure of merit for spaceborne CW transmitter.
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Even major advances in the state-of-the-art in the improvement of

efficiency would not alter this curve seriously. Of course, there is

no control over the X Z term. Present design efforts are heavily

engaged in improvements in power and weight so this curve is plotted

separately. The composite figure of merit has an optimum value at

about 35 Gc which also corresponds to an excellent atmospheric

window.

Figure 5-5 depicts the figure of merit M G for a ground based

transmitter as a function of frequency. Once again, the dotted line

represents the ever increasing state-of-the-art as represented by

current development.

This characteristic also shows an optimum value of frequency

around 35 Gc.
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Figure of merit for ground based CW transmitter.
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5. 3 OPTICAL FREQUENCY TRANSMITTING SOURCES

5. 3. [ Optica[ Frequency Source Theory

This section presents, in brief form, the general theory of laser

oscillators and amplifiers, resulting in general relationships between

some operational characteristics (optical gain, gain saturation, noise)

and stone physical and atomic parameters (length, transition probabil-

ities, linewidth, etc.). This discussion will apply, as much as possible,

to aH gas laser sources

Following this general introduction, the more detailed theory of

selected gas laser sources is presented, including the considerations

that are unique to that particular laser. While the selection of lasers

to be treated is made on the basis of practicality, the individual dis-

cussions will usually be representative of a class of lasers. For

example, the theory of the blue and green transitiofls iri singly-i6nized

argon will generally apply to all singly-ionized laser transitions. An

attempt will be made in future reports to indicate the range of applica-

bility to other, similar lasers.

In addition, an attempt will be made to indicaLe Lhe confidence

with which the theory is held. For example, while the relevent proc-

esses are reasonably well known for the argon and helium-neon lasers,

there are, at the present time, several conflicting theories about the

role of N 2 and He in the COz-Nz-He laser. It is expected that these

sections on the theory of individual lasers wilt have to be revised from

time to time as this phase of the program progresses.

General Gas Laser Theory - Simplified Single Frequency Model

A simplified model of a 4-level gas laser system was used by

Gordon, White and Rigdento analyze gain saturation in a 3.39 micron

"The theory presented in this report treats exclusively gas lasers.

The theory of solid state and semi-conductor lasers will be treated in

subsequent reports.

5-19



helium-neon laser. The treatment is valid, however, for all gas lasers

in _vhich Doppler broadening predominates.

The mode[ treated by Gordon, et al., results in an expression for

the gain of a single-pass gas laser amplifier as a function of the intens-

ity of the signal passing through it. The expression requires knowledge

of transition probabilities and other physical parameters of the [asering

gas and also requires knowledge of two phenomenological "production

rates" for upper and lower laser levels. These "production" terms

include all the processes leading to the creation and destruction of

upper and lower laser levels. The relationships between these pro-

duction terms and the gas laser plasma parameters and excitation

method is, necessarily, discussed under each particular laser, since,

they are quite different from laser to laser. In that sense, the present

mode[ is really a "sub model." The predictions that can be made from

the present model are in good qualitative agreement with experiment

and thus confirm its validity as far as it goes. A brief review of this

"submodel" is given below.

line centered about frequency v o when an incident wa.ve of frequency v

passes through it. The rate equations (which assume a four-level sys-

tem*) for those excited atoms whose Doppler shifted center frequency

is 1,' can be written:

_3(v', z) = Z 3(v') - n3(v', z ) IA3 + B'3z(V',v)S(v,z)/4_ ]

!

+ nz(V' , z) BZ3(V', v) S(v, z)/4_r ,

(5-I)

z) =EZ(V' ) + n3(v' z)[A32 + ]3' (v' v)S(v,z)/47r]fi2(v' ' ' 3Z '

I 1- nZ(v',z) A 2 + B23(v' ,v) S(V,z)/47r

The requirement of a four-(or more) level system is implicit in

these equations, even though they are written for only two of the four

levels. Any attempt to apply these to a three-level system would intro-

duce a constraint on A Z and A 3 which does not occur in all the gas laser
systems considered.
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The quantities n 3 and n 2 are the volume densities of atoms in the upper

and lower laser levels that will interact with radiation at frequency v'.

S(v, z) is the intensity of the signal at a position z from the input of the

laser tube. _3 and _2 are phenomeno[ogically invented pumping terms,

giving the rate of production of atoms in upper and lower levels. A 3

and A 2 are the net total spontaneous emission coefficients for upper and

lower laser levels. A32 is the spontaneous transition rate from upper

to lower level. The coefficients B_2(v' , v) and B_3(v' ,v) are the stim-

ulated emission rates for atoms whose Doppler shift is v' when the

signal frequency is v.

The growth rate of the signal as it is amplified by the laser can

be written

.dS(v, z) _ hvS(v, z)
dz 47r

_0

f [B'32(v', v) n3 (v',z)

0

-r%.3(v,, v) n z (v', 7.) ] dr'

(5-Z)

(5-2) may be combined to give a differential equation in S(v, z). The

next step is to integrate over all possible Doppler shifts vo - v' and

over the length of the tube z, to find the over-all gain of the laser as a

function of the frequency and intensity of the incident radiation.

This analysis will be continued in next reporting interval.

Theory of the Argon Ion Laser

0

0

0

0

Excitation Processes. The model which seems to fit best the observed

behavior of the argon ion laser is a three-lever system originally pro-

posed by Gordon, Labuda, and Miller. In this model, the upper laser

level is populated by two successive electron collisions; the first pro-

duces an unexcited ion from a neutral atom, and the second excites the

ion to the upper laser level This two step process is consistent with

the observed 12 dependence of spontaneous emission from the singly

ionized laser upper levels and the 14 dependence of power output. (The
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reasons for the 14 dependence are discussed in the Scaling Laws para-

graph for Ion Lasers.) The depopulation of the Lower laser [eve[ then

occurs by vacuum uttravio[et radiation to the ion ground state; this sug-

gests a [ifetin_e for the lower [eve[ roughly (Xva c UV/_[aser )3 shorter

than the upper Level.

The population processes are shown schematically in Figure 5-6.

It is not known directly whether the atom makes a "round trip" to the

neutral ground state for each laser photon emitted. (This is an impor-

tant factor in the Mser's efficiency, since the etectron energy that goes

into the creation of the ion is essentially wasted.) However, the

observed 12 and 14 dependences seem to indicate that it does. There is

also some evidence that ionic metastabLe levels may pMy a role in the

second electron collision, so that the picture of the three [eve[ system

shown may be oversimplified.

LASER k

$

VACUUM UV k '_

.%

,THREE LEVEL SYSTEM

ION GROUND STATE

NEUTRAL GROUNDSTATE

Figure 5-6. Schez_atic energy Leve£ diagram and processes

for singly ionized atoms.
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The ultraviolet radiation which depopulates the lower level can be

increasingly trapped as the ion density builds up. The "dead" region

which develops at higher currents is a region of high attenuation rather

than gain and is caused by radiation trapping. The gain is quite sensi-

tive to the trapping coefficienC :'which, in turn, depends on the gas

temperature. As the current pulse persists, the gas temperature rises

and the trapping decreases, producing an inversion and oscillation for

the remainder of the pulse, even if it extends to continuous operation.

For lower currents or shorter pulse lengths this effect is not observed

and the laser pulse fo[iows the current pulse exactly.

Bennett, eta[., have proposed that direct electron excitation from

the neutral atom ground state to the upper laser level is the dominant

populating mechanism. The preponderance of laser lines with p upper

states follows from the selection rules of the "sudden perturbation"

process referred to by Bennett. The short radiative lifetimes of the s

and d lower levels then guarantee an inversion. From the evidence

available at the present time, it seems likely that this population mech-

_-nism is dominant onl_r _n p,l._ed d_._charges with nlgn /m/p ana shorL

pulse duration; these are not conditions conduciv.e to high efficiency or

high average power. If very short pulse lasers (nanoseconds) are

desired, then this mode of excitation may prove interesting.

In general, we may say that the excitation and de-excitation

mechanisms are reasonably well identified forcw argon ion lasers.

However, quantitative measurements of the relative importance of the

various processes and construction of a numerically accurate mathe-

matical model will require further detailed experimental study.

#
Briefly, when trapping is included in the rate equations, the

current-independent part of the expression for the population inversion

appears as the small difference of two large terms, one of which con-

tains the gas temperature. Changes in the gas temperature can then

swing the population difference from attenuation to amplification.
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Magneto-Optical Effects in the Ion Laser. Ion lasers exhibit higher

power output and higher efficiency whan a Longitudinal magnetic field

is applied to the discharge to compress the plasma and reduce electron

loss to the waits. However, the use of greater magnetic fields for even

stronger plasma confinement cannot improve the performance of the

laser indefinitely. In fact, there appears to be a definite optimum for

an applied magnetic field, representing a compromise between the

improvement gained through discharge confinement and the deleterious

effects of the atomic processes which occur for higher magnetic fields.

This section treats that which is known about the atomic effects of the

magnetic field.

The externally applied magnetic field splits both the upper and

lower laser levels which correspond to the different orientations

assumed by the total spin of the atom with respect to the applied field.

The resulting macroscopic effects of interest here may be classified as

Zeeman line splitting and Faraday polarization rotation; they are inti-

mately related by the atomic changes which occur.

The simple Zeeman effect may be thought of as snlittin_ of the

gain line into two similar Doppler-broadened lines with center frequen-

cies separated by an amount proportional to the magnetic field. Each

line is sensitive to only one circularly polarized component of tight; the

population inversion is effectively split into two equal parts which

respond to different circular polarizations. Figure 5-7 is a sketch of

the optical gain as a function of the light frequency at various values of

applied field.

We note here that the gain which would be observed on sending a

circularly polarized signal through a given Length of discharge tube is

no___ttwice as great when there is no magnetic field; the maximum gain

for this signal is precisely the same, but the position of the gain curve

shifts in frequency as a function of the magnetic field. Thus if a laser

is constructed in which both circularly polarized modes can establish

themselves freely (that is, with no poLarization-sensitive elements,

such as 13rewster windows, in the optical path), the total output power

will be largely unaffected by the line splitting, but wilt occur over a
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w o

STRONG MAGNETIC FIELD

Figure 5-7. Gain curves for right and left hand circular polar-

ization as a function of magnetic field strength.

wider frequency range. The differential phase lag in the two polariza-

tions, which is called Faraday rotation in the plane-polarized mode

description, similarly will not affect the total output power. At zero

magnetic field the output power tviLl be just that obtained if only a single

linearly polarized mode were permitting to oscillate.

However, most gas lasers have polarizing elements in the optical

cavity in the form of optical windows set at the Brewster angle. These

windows guarantee plane-polarized operation, which is usually desired

or required by the application. In such Lasers the magneto-optical
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effects may become very important; these effects in themselves are

sufficient to cause the saturation of power with magnetic field, even if

no saturation occurs in the plasma confine1_ent.

Let us consider a laser cavity with a mode spacing that is larger

than the Doppler line width (i.e., a "single frequency" laser). When a

strong magnetic field is present and the Doppler-broadened Line is com-

pletely split, only a single circularly polarized component of light at a

given frequency can be amplified. If this circularly polarized light then

passes through an optical element with transmissions 1 and a for either

component of linearly polarized light, a fraction of the same circular

polarization (i/4)(l + al/2) 2 is transmitted. The element converts

(i/4)(i - al/2) 2 of the Light to light of the opposite circular polarization,

and the remainder is lost by reflection. For the typical Brewster angle

windows used in gas lasers, a = 0.85; a negligible amount of light is

converted to the opposite circular polarization (0. Z°70), but about 8°/0of

the fight is lost at every surface by reflection. It is thus clear that in

this extreme case of very high magnetic field, two Brewster angle win-

four surfaces traversed in a single pass. This additional 30°7o loss is

responsible for the observed saturation in the high field case, and nor-

real end windows would clearly be desirable if output power were the

primary consideration. Note that if windows only slightly tilted from

the normal were used instead of at Brewster's angle, the output is still

almost completely circularly polarized. In fact, the laser tends so

strongly to the circularly polarized mode that the output is still 80_0

circularly polarized when a is as small as 0. 16!

This extreme case demonstrates the great amounts of loss intro-

duced into the cavity by any sort of partially polarizing optical element

when we use magnetic fields high enough to resolve the Doppler-

broadened line completely. This complete conversion to circular polar-

ization is not observed in practice because the fields used are not suf-

ficiently high to resolve the Line in this fashion. At fields of the order

of I000 G, the laser is still largely plane-polarized and the magneto-

optical effect is better described in terms of the Faraday rotation.
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For n_agnetic fields in this intermediate range we must consider

the relative indices of refraction for right and left circular polariza-

tions. Figure 5-8 shows these indices as a function of the optical fre-

quency and magnetic field.

When the line splitting is small, the gains in either circular com-

ponent are approximately equal, but the difference in indices of refrac-

tion causes one circular component to be slightly shifted in phase rela-

tive to the other during a single passage through the active medium. If

the light is linearly polarized and the gains in either circular component

are in fact equal, the only effect is a slight rotation in the plane of

polarization which is proportional to the applied magnetic field.

Figure 5-8 shows that for moderate fields and centrally positioned

modes the right-hand component always has a larger index of refraction

than the left-hand component; thus all these stronger, central modes

exhibit polarization rotation in the same sense upon a single pass

through the tube.

The rotation of polarization on a single pass through the active

same direction while the light is repeatedly reflected back through the

cavity in the opposite direction. It is this multiplication of the rotation

that leads to appreciable losses when polarizing elements are present

in the cavity. From this effect, laboratory tubes have exhibited as

much as Z5% of the power "reflected off the windows as that produced at

the output end of the tube.

D

_o (Uo

Figure 5-8. Index of refraction for right and [eft hand con_ponents

with and without magnetic field.
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The actual situation is, of course, considerably more complicated
than the silnple picture given above. In practice, the laser tends to

adopt a complicated mode which minimizes its losses as much as pos-

sible. The output fron_ either end of the laser remains plane polarized,

but is shifted from the polarization orientation with no magnetic field.

This polarization shift is typically 5 to 6° in angle and leads to losses of

some significance in gain and output power. When the splitting gets

larger (approaching the gain line width), the gain on the two circularly

polarized modes at any frequency becomes sufficiently different that

Faraday rotation no longer gives a meaningful description of the opera-

tion, and the grosser polarization losses described previously dominate.

A proper, complete description would show how these two regimes blend

into one another. The over-all effect upon the loss in the cavity (and

hence upon the output power of the cw laser), however, is observed to

be a slowly increasing loss (by reflection at the windows) which should

approach a constant at high magnetic fields.

The gain of a laser amplifier may be expressed as

go L
G(S) = 1 + (5-3)

(S/S3dB)n

where G(S) is the actual gain in a single pass of a signal of intensity

S W/in 2 through a laser of small signal gain coefficient go m-I and

length L. The power level S3d B is the signal power density at which the

small signal gain has been reduced by 3 dB (in the case n = i), as shown

in Figure 5-9. The exponent n equals 1 for homogeneous interaction

(that is, interaction in which the signal may, with equal probability,

interact with any atom in the laser), and is equal to l/Z for inhomoge-

neous interaction (that is, the interaction may take place between the

wave and only a small fraction of the excited atoms).

Equation (5-3) is valid if S >> S3d B and if G(S) is not too large

(i.e., if the approximation

exp IG(S)] = 1 + G(S)

is valid). Note this does no__t reqldre that go L be close to unity.

(5 -4)
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Figure 5-9. Typical gain saturation characteristic

for a laser amplifier.

Low power gas lasers usually fall into the category of inhomoge-

neous interactions; since the Doppler line width is so much greater than

the natural line width, radiation at a single frequency can interact only

with a sinai[fraction of the atolns, e.g., those whose Doppler-shifted

We say this radiation "burns a hole" in the Doppler line when it depletes

the excited atoms available to it without affecting the remainder.

Figure 5-i0 contrasts the cases of (a) a hole burned by inhomoge-

neous interaction and (b) the depletion of the entire line by true homoge-

neous interaction. This description in terms of inhomogeneous inter-

action remains valid for the gas laser even when many frequencies are

present (multimode operation), provided the holes do not "overlap"

sufficiently (Figure 5-1l). _rith sufficient overlapping, the gain line is

effectively "burned off" (Figure 5-1Z) and the laser behaves as if the

interaction were homogeneous. ]Essenti_.lly, every atom can interact

>,.-
with some radiation in the closely spaced multimode case. Even if the

Note that this is a physically different effect from the case of a

hon_ogeneous[y broadened line that typically occurs in solid state lasers

(ruby, for example). In the case of a homogeneously broadened line,

every atom can interact with a single frequency signal. The net effect

on the gain saturation is the san_e, ho\vever.
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Figure 5-I 0. Comparison of (a) inhomogeneous interaction

(hole burning) and (b) homogeneous interaction

with a single frequency.

G(S)
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CAVITY RESONANCES_

i _.L

Figure 5-ii. Nonover[apping holes burned in the gain line

by a multimode laser.
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Figure 5-12. Gain line "burned off" by a multimode laser.

modes are not closely spaced, the line will be burned off and behave as

if the interaction were homogeneous, provided the signal intensity

becomes sufficiently high. This is a result of the Lorentzian shape of

the hole: it has broad "wings" which do not fall off rapidly from the

hole center (not nearly so fast as the gaussian, for example). Thus a

gas laser capable of high power operation under multimode conditions

will exhibit inhomogeneous interaction at low signal levels and homoge-

neous interaction at high signal levels.

We may now use equation (5-i) to give us the variation of output

power with some of the important parameters of the laser discharge.

Equation (5-i) gives the gain in a single pass through the laser; if the

laser is used as an oscillator, only a fraction R < l will be reflected

through the tube for the next pass. If we make the simplifying assump-

tion that losses, either dissipative or useful output, are symmetrical,

the condition for steady state osci[lation is

R G(S) = 1 (5-5)

5-31



Solving (5-3) and (5-5) yields

_RgoL._ I/n
s = :

If we can further assume that RgoL/(1

for the important ion laser lines), equation (5-6) simplifies to

(5-6)

- R) is >> I (which will be true

goL homogeneous interaction

s ~ (5-7)
2 Z

go L inhomogeneous interaction

S is, of course, the power circulating in the cavity. The output power

will be S(1 - R - losses). However, we are not concerned here with the

variation with R or losses, and we assume these quantities are constant.

To relate equation (5-7) to the discharge conditions, it is neces-

sary to know the dependence of gain on the current. The evidence for

a two-step electron collision process as the key population mechanism

of the upper laser teveIhas been discussed earlier. Spontaneous emis-

sion _2.casure'.._cnts _ .... +_ +_" ........ ' ..... -"-- " ' '" Up............ ,.. ,,_i**_¢r de,,_,_y in uu_n per _t_,d lower

levels N Z and Nl(m-3 ) vary as a z (a is the current density in amperes

per square meter)

NZ _ N1 ~ aZ (5-8) '

The "constant" of proportionality actually contains some implicit current

dependence (viz., the effect of gas heating on the Doppler line width and

the effects of radiation trapping on N 1 caused by the current dependence

of the ion density No). However, if this variation may be neglected for

the n_oment, equation (5-8) gives the major variation of inversion with

current. The gain coefficient of a laser discharge is approximately

proportiona[ to the inversion

go ~ NZ - NI (5-9)
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•except very near threshold,

go ~ (N2 - NI)3/2

where it varies more as the 3/2 power

(5-I0)

(Actually, this is very approximate; the actual dependence is not

expressable as a simple exponent.) For a discharge tube of diameter

D, we have the power output (watts) and current (amperes) given by

=DZS
P =

4 (5-11)

wDZj
I =

4 (5-12)

The above equations assume uniformity of S and J in the radial direc-

tion. This is probably a good assumption for J but not for S; however,

to first order only the numerical coefficient (the cavity mode filling

factor) wiLL change and P ~ DES for a given cavity. Combining (5-7)

p _.s

2 Z.2
D go b

DZgoLNDZ(Nz NI)L ~D2JZL~ --IZL saturated
D 2

~ { DZ(Nz

DZ(N 2

I4L Z

- N I)2L2 ,_ DZj4L 2 N --_-moderate levels

NI)3L 2 ~DZj6L2 ~ I6L 2
I0

D

near threshold

(5-13)

The existence of 16 -_ 14-- I2 behavior has been we[[ verified in this

laboratory; however, the exact limits of each regime are not weLl known

as a function of the other parameters of the laser discharge (that is,

those parameters which make up the constant of proportionality).

Figure 5-13 indicates, in a highly schematic way, the expected variation
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of power output with current as the discharge length L and the cavity

length I are varied. The assumptions made are, of course, that

c/21 > &v N and _ > L.

When a magnetic field is used to confine the plasma, the scaling

is slightly different. Since the rate at which ions leave the discharge by

diffusion to the walls is reduced by the magnetic field, the rate at which

plasma is generated must also decrease in order to maintain an equilib-

rium state. The plasma generation rate is proportional to the electron

density and the average electron energy, and the new equilibrium is

maintained by a decrease in the average electron energy. The longi-

tudinal electric field is roughly proportional to the electron energy, and

it is the decrease in the longitudinal electric field (and the corresponding

decrease in tube voltage) which accounts for the improvement in the effi-

ciency of the discharge.

However, since the excitation of ions to the upper laser level is

by electron-ion impact, the excitation rate is proportional to the plasma

density squared and the average electron energy. We expect that while

laser performance ._honld be enh_ncad in n nnagnot_c f_olcl hocn,_o n¢ fifo

increased plasma density and efficiency of the discharge, this improve-

ment should eventually be balanced or reversed by the decrease in the

average energy of the plasma electrons.

Magneto-optical effects can further complicate the dependence of

laser performance on the magnetic field, as discussed previously.

It is quite clear that one of the major first steps toward improv-

ing the power output and efficiency of the ion laser is to make a thorough

and careful set of measurements of gain, gain saturation, power output,

and efficiency with the physical parameters I, L,t, D, B, and pressure

varied over as wide a range as is practicable. Such measurements

will confirm the theory of operation discussed here, explore the limits

of validity of the theory, and provide a set of design criteria for future

laser deve[opment.
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We may also estimate the variation of efficiency with the major

parameters. The power input to the discharge is approximately

P. = IEL +
in IVcath (5-14)

where E is the average longitudinal eLectric field in the positive column

and is a function of the diameter and the magnetic field. Vcath is the

cathode falL, a function only of the cathode type and material (For hot

cathodes, such as those used in our cw tubes, Vcath = 20 to 40 V; for

Vcath may be several thousand volts.) The exact dependence of E on

diameter and magnetic field is not known. For the helium-neon laser

the scaling relation pD = constant results in the relation ED = constant.

Our observations to date indicate that in the Ar II Laser (and in the

neutral xenon 3.5 _ laser) the variation of E is faster than I/D. The

efficiencies corresponding to the three regions of operation may then

be written

N

Vcath D 2
ED 2 +

L

saturated

I3L

D6 moderate [eve[
Vcath (5-15)

ED 6 +
L

I5L

ED 10 +
Vcath D

L

near threshold
i0

The saturated region will give the region of highest efficiency. For

tubes long enough that Vcath/Lis << E, the saturated efficiency is

independent of length, Vcath is typically Z0 to 40 V, and E ranges from

0.5 to 20 V/c1_, depending on the diameter and the magnetic field. With

these numbers, it is apparent that the cathode fal[wiLl significantly

degrade the efficiency in short tubes (Z0 cm or so).
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Theory o_ the i0.6 _ C© 2 Laser

Easer action in CO 2 at a number of wavelengths near i0.6

occurs on the P(12) to P(38) rotational transitions of the _u+(00Ol) to

_(10°0) vibrational band. In addition, oscillation has been observed

on several 00°I to 10°0 R-branch transitions and 00°I to 0Z°0 P-branch

transitions. The following analysis wit[ deal primarily with the 00°I to

I0°0 transitions, both P- and R-branch; however, it could easily be

applied to the 00°l to 0Z°0 vibrational-rotational band. Figure 5-14

illustrates the pertinent energy levels for both the pure CO 2 and the

N2-CO 2 lasers. For simplicity, the rotationa[ levels are not shown

for each rotational state.

+ o
In pure CO 2 the upper laser level_u(00 I), which is optically

connected to the ground state through strongly allowed transitions at

2349.3 cm -I, is populated by electron impact from the ground state

_(00°0) as welt as by recombination and cascades from higher energy

3OOO

2000

T
E
u

w

I000

RECOMBINATION

AND CASCAOES

LASER_

/,°63.6 cm-,
,o% \ 0200

RAD DECAY _ IRAD DECAY

720.5 Cm-l(M)_X_1618.1 COrnel (M)

RAD DE_Y

1667.3

cm- (v.s.)

CO z _g_'O0°O (GROUND STATE

_00Ol

_u ÷

[POSSIBLE ELECTRON

IMPACT EXCITATION)

2349.5 cm -= (V.S.)

/tE _ Iecm-I

ENERGY I
TRANSFER I

=,=1

2350.7 cm-I

t,=O

It.
NI XI _9 (GROUND STATE)

Figure 5-14. Energy level diagram showing pertinent

levels in CO 2 and N 2.
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levels. In the N2-CO 2 laser, the 23+(00°1) level in CO 2 is populated by

transfer of vibrational energy of nitrogen molecules in the v = 1 vibra-

tional level of their electronic ground state X' E + From Figure 5-14
g"

it is evident that Nz_(V = l) at 2330.7 cm -1 is in very close coincidence

with the 00°1 vibrational level of CO 2 at 2349. 16 cm -1 (AE - 18 cm -1

< kTrotationai -kTtranslationa I ~210 cm-1). In addition, since N z

has a zero permanent dipole moment, molecules excited to vibrational

levels of the ground e/ectron.ic state cannot decay to the v = 0 vibra-

tional level through electric-dipole radiation. Thus the effective life-

times of these states are governed by collisions with other molecules

and walls. These factors lead to a very large cross section for excita-

tion of the upper laser level through collisions of the second kind.

'_ CO2(01o 0 -1N 2 (v = 1) + CO2(00°0 ) -*N 2 (v = 0) + ) - 18 cm

The lower laser level Y;_(10°0) decays to the II(0110) levels

through radiative transitions at 720.5 cm -1 Molecules in the IIu(0110 )

levels dec_y Liiiuugii _LIullgly o.iluwct] L-,_,l_itiu,_ ,_a .... _l, -1 " ""
# ukJ ! • ,.1 t.t_; t.l_;

ground state.

The upper laser level may also be excited by collisions of the

second kind with nitrogen molecules in higher energy vibrational states.

* (v = v') + COz(00°0)---N z (v = v' - 1) + CO2(00°1 ) +AEN z

where &E < kT for v' _< 6. Excitation of the lower laser level has a

relatively small cross section because of the large energy difference
.I.

(-950 cm -1) between it and N_ (v = 1). In addition, the cross section

for excitation of CO2(00°0) molecules to the lower laser level (10°0) by

collisions of the second kind with N_ (v = l) is very small.

Besides having favorable excitation of the upper laser level, it

has been shown theoretically that laser action can be obtained on the

P-branch transitions even when no inversion exists between the total

population densities in the vibrational states. At the same molecular

temperature the R-branch transitions do not have this property, and in

D

Q
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addition have lower optical gain than P-branch transitions starting

from the same upper Ieve[ J.

Very recently helium has been used as an additive to improve the

output power of the CO Z or COz-N 2 mixtures. At the present time

several conflicting theories exist as to the role played by the helium.

5.3.2 Available Optical Source Performance

This section provides an initial survey of lasers for space com-

munications and tracking. The list presented here is far from complete

but does exhibit those lasers which have outstanding performance with

respect to those parameters of systems relevance.

Laser Oscillators

Laser oscillators have been classified according to their mode of

operation as CW, pulsed - high energy, pulsed - high power, pulsed -

high rep rate. Correspondingly, the following operating characteristics

will be of interest: Average power, pulse energy, peak pulse power,

pulse repetition frequency. Information on other aspects of laser

osciiiators will also be required: namely, wavelength, frequency

stability, beam divergence/lateral coherence, noise, efficiency, temper-

ature, size and weight.

CW Laser Oscillators

The first type of laser oscillator to be discussed is the CW laser

oscillator. The output signal is a highly monochromatic beam of light

with nearly constant output power.

The active materials which are used in CW laser oscillators

include gases, solids and semiconductors. While laser action has been

demonstrated in materials other than those listed in Table 5-6, only the

most commonly used or most promising materials are included here.

The wavelengths available for operation comprise a set of discrete

spectral lines associated with the various active materials. Generally

more than one line is excited in a given laser; however, techniques

exist for suppressing oscillation on all but the desired lines. Laser
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Table 5-6. CW laser oscillators.

Z.

3.

4.

5.

6.

7.

9.

I0.

11.

12.

13.

14.

Active
Material

He-Ne

He-Ne

He-Ne

Me

Ar ÷

Ar ÷

Ar ÷

Cr+3

Nd+3(CaWO4)

Nd+÷+(YAG}

Nd+++(YAG )

Dy+Z(CaF 2)

GaAs

Wavelength

(_)

0.6118

0.6328

1.084

1.152

0.6328

0.6328

3.5

9.0

0.4579(0.05) ]

0.4765(0.1) I0.4880(25)

0.4965 (0.1) 1
0.5107 (0.1)

0.5145 (0.4)

(as in 5)

0.4880

:_.27 (8..72)
10.59 (0.Z5) I

10.59

0.6943

1.06

I. 06

1.06

2. 36

0.84

Output
Power

5 mW I
50 mWI

5roW[
20 mW

900 mW

100 mW

0.1 mW
0.5 mW

10W

16W

1W

135

70 mW

1W

1.5W

0.5W

0.75 W

1ZW

Dimensions
of Active

Material

6mrnx 1.8m

10 minx 5.5 m

5 mmx 1.2 m

2.6 mmx50 cm

6 mm x 60 em

4mmxZ. 6m

3 mm x 45 cm

2 mm x Z.54 cm

3 mm x 3.5 em

2.5minx 3.0 cm

4.8 mm x Z.54 cm

0.5 mmx 0.4 cm

(diode

dimensions )

Comments

Single lTlod e,

commercially
available

research
devices

research

device

research

devices,

o. 1 - 0.270
efficiency

airborne devel-

opment device

4.0% efficienry,

single mode for
each line

15°/0efficiency

water cooled

methyl alcohol

cooling

(app roxi*nat e [y

300°K)

water cooled,

eomme rcia [ly

available,

portable

liquid Neon

(Z7°K) bath

liquid He
(4OK) bath,

Z3% efficiency

Refer-

ences

5

6

7

8

9

i0

11

IZ

13

12
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frequency tuning may also be accomplished, but only over a very limited

range (usually less than one part in 104).

The output powers of existing CW laser oscillators vary from a

few milliwatts for single mode operation to as much as 80 watts for

multifrequency operation in gas lasers. Very recently 40 watts CW has

been realized in a Nd:YAG laser pumped by an experimental 20 kw argon

lamp. The most important factor limiting the output power is the very

low energy conversion efficiency of most CW lasers. It usually ranges

from 0.01% to 1.0%; however, a few exceptions are the CO Z molecular

laser (15%) and the GaAs injection laser (approx. 25% at cryogenic

temperatures). Scattering losses in the laser material and i_a the cavity

mirrors must be overcome in order to obtain high power output in prac-

tical devices. In addition cryogenic temperatures are neede present

injection lasers for efficient operation.

The spectral bandwidth of the laser output, which is an indication

of the frequency stability, may range from a few cycles per second to

several tens of gigacycles per second. Thermal fluctuations and

single mode operation. For multimode operation the spectral width

of the output is closely related to the fluorescence [inewidth of the

atomic transition. Gas lasers exhibit the most monochromatic output

since their fluorescence linewidths are typically one to two orders of

magnitude less than for solids or semiconductors.

The spectral characteristics of laser oscillators depend primarily

upon the material used. As mentioned previously, gas lasers display a

more narrow fluorescence linewidth than solid or semiconductor lasers.

The linewidths of these latter oscillators vary from between 0.001_ for

ruby at cryogenic temperatures to several hundred A for Nd:glass. It

should be pointed out that the Iinewidth of ruby oscillators depends

heavily on the operating temperature.

The beam divergence for axial mode operation is given in the dif-

fraction limit by X/D, where X is the operating wavelength and D is the

diameter of the beam at the output aperture. For most laser oscillators,
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the output beach diameter is of the order of a few milimeters, so beam

divergences of the order of 0. I mi[Iiradians can be obtained for visible

light. (The semiconductor laser oscillator is somewhat unique since

the active region has di:x:ensions of the order of a few microns. The

resulting beam divergence, even in the diffraction limit, is of the

order of a few degrees. ) For maximum output power, however, non-

axial modes are excited in the oscillator and the beam divergence

increases to as much as I0 milliradians.

The beam divergence of the output from a laser oscillator can be

made snz.aller by passing the beam through an optical system. The

price one must pay for smaller beam divergence is a larger beam

diameter and a small loss in signal strength due to reflection and

absorption in the lens system.

The noise in laser oscillators can be of three types: 1) spontan-

eous emission noise, 2) gain fluctuations, and 3) mode-interference

noise. Except for operation near threshold, spontaneous emission

noise can be neglected. Gain fluctuations due to pump power modulation

can generally be reduced to an :ns:gn:t:cant level by caretut des:fin oI

the pump source and associated power supplies. Mode-interference

noise is not so easily taken care of. It does not occur in lasers oper-

ating in a single mode; however, if two or more modes are excited,

then beat frequencies between the various modes will be produced.

These may range from several kilocycles per second to hundreds of

megacycles per second. Schemes for phase locking the various modes

by means of an intracavity modulator are currently hnder development

and promise to make it possible to obtain high power output With little

or no mode-interference noise.

Laser operation is frequently compromised by therma[ problems.

One of these is associated with the low energy conversion efficiency

which leads to excessive heating of the laser components. Another

problem is the reduction of optical quality of the laser material due to

thermally-induced distortion, or stress birefringence. The effect of

a non-linear temperature distribution across the laser rod, such as that

which arises during the pump cycle, is to cause depolarization of the
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laser output. This deplorization is not constant but displays a radial

dependence. As a result, the output from the laser has a seemingly

random polarization and, if one requires a polarized signal, the beam

must be repolarized, introducing a loss in signal energy.

Pulsed Laser Oscillators

Pulsed Laser Oscillators - High Energy. High energy pulsed laser

oscillators produce a short burst of intense monochromatic radiation

in a narrow output beam. These lasers operate in a quasi-CW conver-

sion mode - converting incoherent flashtube illumination into laser

radiation. Pulse length is limited only by thermal considerations. The

pulse may be smooth, as in the case of the super-fluorescent radiator,

or it may consist of a series of closely spaced, random or regular

spikes. Pulse repetition frequencies are very low (about one per

minute for energies measured in tens of joules) due to the time required

for cooling of the laser components.

Data for some high energy laser oscillators are _iven in Table 5-7.

Indicative of the energy available, an off the shelf pulsed ruby oscillator

with a guaranteed energy of 140 joules is available. These materials are

used because of their relatively high ruggedness and conversion effi-

ciency when used to convert flashtube pumping radiation to laser emis-

sion. Large size rods of good optical quality areavailable to match

large pumping flashtubes.

Pulse durations of a few milliseconds are usual. Peak powers

may be several hundreds of kilowatts.

The energy conversion efficiency is about 1.0% for ruby and as

high as 6.0_c for glass. Spectral linewidths vary. For multimode glass

it could be as high as 100k - must less for ruby.

The beam divergence of high energy laser oscillators is typically

of the order of 100 milliradians.

Pulsed Laser Oscillators - High Peak Power. High peak powers are

obtained by using the "Q-switched" mode of operation. This is an
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Table 5-7. Typical high energy laser oscillators

Mate rial

1. Ruby

Z. Ruby

Wavelength

0.6943

0.6943

PuJse Energy

(J)

50

140

P_se

Duration

0,51_8e¢

O. 5 rnsec

Refer-
Rod Size Comments ences

IZ nun x 15 cm_ commercially 14
Availab Ie;

mj 7 mr bearo.12 mrn x 15 c divergence 15

"q_ulse repetition frequencies are typically one pulse per minute.

0

Q

0
energy storage mode rather than a conversion mode. The energy is

stored in the laser rod and released impulsively. The output is a

smooth, very short pulse of monochromatic radiation which is contained

in a very small solid angIe.

The operating characteristics of a few of these devices are sum-

marized in Table 5-8.

Peak powers as high as 700 megawatts from a single ruby oscil-

lator have been achieved. The pulse duration is usually of the order of

a iew nanoseconcls Wltri pulse energies oi a few jo_!les h_ng q,_ t,lp_c_!

The energy conversion efficiency of this type of operation is iower

than in the high energy mode - typically about 0. 1%. Spectral linewidths

can vary from 0.001 A for single mode operation in ruby to 100k for

multimode operation in Nd:glass. Correspondingly, the beam diver-

gence for single mode operation can be as small as approximately 0.2

miiliradians and for multimode operation may be as large as approxi-

mateIy l0 milliradians.

At the present time, these devices can operate at a pulse repeti-

tion frequency of about one pulse every few seconds. Cooling of the

laser components is the major problem to be overcome in achieving

higher repetition frequencies.

Q

Q

B

B

B

B

B
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Table 5-8. High peak power laser oscilMtors;:'.

PtLls e

!

Material

1. Ruby

2. Ruby

3. R uby

4. Ruby

S. Nd:glass

6. Nd:glass

Wavelength

(microns)

.6943

.6943

1.06

1.06

Peak Power

(megawatts)

5O

80

500

700

30

I00

Energy

(Joules)

1.0

2.8

4.0

1.5

Rod

Size

10 mmx 7.6 cm

13 minx 15.2 cm

6 minx46 cm

Comments

Commercially avail-

able, beam divergence
=7mr

beam divergence
= 0.2 mr

Commercially avail-

able; beam divergence
=7mr

U. of Moscow

*Pulse repetition frequencies are typically one pulse per minute.

PuLsed Laser Oscillators - High Pulse Repetition Frequency (PRF).

Refer -

ence

17

18

14

19

20

19

Pulsed laser oscillators with a PRF of i00 pps or higher have been

considered for discussion in this section. Table 5-9 contains informa-

Lion on a number of these devices. _u_se repetition frequencies as high

Table 5-9. High repetition frequency laser oscillators.

Wavelength Peak lCh_l s e Repetition Refer -

(Microns) Power Energy Rate Comments ence

I. 118

Material

• He-Ne

Ar ÷

Nd:YAG

Nd:YAG*

Nd:CaWO 4

Ga-As

GaAs

severz.1

lines
.4579-

.5145

1.06

1.06

I. 06

0.84

O. 90

300W

50W

250 W

2kw

6 MW

2W

4W

.Z5mj

. 05 mj

.05mj

0. Z rnj

14o mj

z_ j

.z_j

2.6 kcps

200 cps

100 cps

5 kcps

i00 cps

I0 kcpa

1 kcps

ave. power = .6 W

ave. power = .1W

CW pump, output

power not optimized

ave. power = 14 W

77"K, 7A, efficiency = 1%

300°K, l __ _,, efficiency

= . 04%

21

22

.23

24

25

Z6

*Goal of a present effort at HAG according to private communication from F.. J. Woodbury.
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as 1Z kcps have been achieved in a He-Ne laser and 5 kcps in iNd:YAG.

Peak powers vary from a few watts at very high rep rates to several

megawatts with Q-switched operation at lower rep rates.

Pulse energies are quite small, usually of the order of a mitti-

joule, with the result that the average power ranges from a few mitli-

watts to a maximum of about 15 watts.

When the repetition rate is comparable to build up time the effi-

ciency of a high PRF system can be severely degraded if repetition is

secured by modulating the pump. Conversetyif the PRF is comparable

to relaxation time, no loss in efficiency is obtained by using CW pump-

ing and modulating the regeneration cavity, either by Q modulation or

other intracavity modulation techniques.

Solar Pumped Lasers

Some investigators have succeeded in pumping lasers directly with

sunlight. This would eliminate some of the power supply problem in

regions where the ambient solar flux was high enough, i.e., Mercury

tn Mar_ migginn._. The only ._iunificant nr_hlem wr_uld be. the neces.qitv

of continuously pointing the solar energy collector at the Sun and folding

the laser output path so as to continuously point to Earth.

G.R. Simpson of American Optical Company has discussed Z7 a

solar pumped Nd 2 0 3 - doped barium crown glass. He obtained contin-

uous oscillation at 1.06 t*. The laser rod was 30 mm tong by 1 mm

diameter. The solar energy collector was a 61 - cm diameter, f/1.5

parabolic mirror. The arrangement is shown in Figure 5-15.

P.H. Keck, et at of Texas Instruments Inc., have described Z8

a proposed optical condenser to effectively concentrate sunlight from a

parabolic collector onto a laser rod. This is shown in Figure 5-16. A

solid cone - sphere condenser of Sr Ti 0 3 was tested using a xenon arc

lamp source. A 12 mm long by 1 to 2 n_m diameter laser rod of neo-

dymimn - doped catci_u_n tungstate was pumped continuously. The

arrangement is shown in Figure 5-17.

During Phase II this source of optical pumping will be looked into

further. Some work has been done by RCA and EOS and their reports
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\

PHOTODETECTOR
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Figure 5-15. Schematic illustration of pumping and
detection scheme for sun-pumped laser.

II /\ 111 /

LASER _

Figure 5-16. A cone-sphere condenser.

COMPACT

_-..._ /×E_ONARC 7,02

/- _ / LASERCONOENSER
FILTERS

Figure 5-17. Experimental optical setup for

pumping laser rod and detecting

laser output.
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will be examined. Hughes Aircraft Conapany has clone developlnental
29

work on lightweight solar concentrators which may have possible
application to direct solar pumping of lasers.

Laser Amplifiers

A more elaborate laser transmitter may employ one or more laser

amplifiers to increase the output power and energy. Another use of

laser amplifiers is to amplify single mode oscillators and thus have

high spectral radiance.

Laser amplifiers may be operated on a CW-pump or pulse basis.

The operating characteristics of interest are:

1. small signal power gain

2. saturation power

3. small signal energy gain

4. saturation energy

5. bandwidth

6. operating wavelength

8. noise

9. efficiency

CW Laser Amplifiers. At the present time, only gas lasers are used as

CW laser amplifiers, because CW amplifiers are generally low power

devices and only gas devices have found application in the low power

GW regime.

The small signal power gain of a gas laser can be quite high (as

much as 70 db/m for xenon); however, the saturation power density at

the output aperture is usually of the order of a few milliwatts per cm 2

so high power operation is not generally practical.

The 3 db bandwidth of a laser amplifier is related to the amplifier

gain and the fluorescent linewidth of the laser transition by (for large

gain)

(3 db bandwidth) __ (ftuor. [inewidth) / _/_n G

5-48

U

C

_t

D

0



I

B

Fluorescent linewidths vary from 100 Mcps to 5000 Mcps for gas lasers.

Thus, for a gain of 20 db, the 3 db bandwidth of the laser amplifier will

be narrowed by a factor of approximately two.

The relatively narrow passband of a laser amplifier requires that

the operating wavelength of the amplifier and oscillator be closely

matched. The usual way to accompllsh this is to use the same laser

material for both oscillator and amplifier. Even in this case, however,

a temperature differential may be sufficient to put the oscillator fre-

quency outside the passband of the amplifier. The oscillator-amplifier

frequency matching problem can be alleviated somewhat by the use of

laser frequency tuning techniques. These allow one to change the fre-

quency by small amounts, generally by less than one part in 104 . Non-

linear devices may also be used to achieve frequency diversification;

but have not been treated in this report. The distortion or spreading

of the laser beam in passing through an amplifier depends on the optical

homogeneity of the laser amplifier medium. For gas laser amplifiers

tnls _s no_ _ p_ubi_,_. _t diffraztien ]_ _p,_ beam yields a diffrac-

tion limited output beam.

Amplifier noise is due to spontaneous emission. It increases with

the gain of the amplifier according to the relation

P = hv Av(G-I)
S

where hv is the photo energy, Aw is the passband of the amplifier, and

G is the gain. At i0 db gain, gas laser amplifiers produce noise powers
" -i0 -8

ranging typically from i0 to i0 watts.

Pulsed Laser Amplifiers. For pulsed laser amplifiers the input pulse

power is ahvays sufficient to cause power gain saturation. For very

short pulses, only the leading edge of the input pulse sees the gain of the

fully pumped amplifier. Subsequent portions of the input pulse see a

smaller gain due to depopulation by the leading edge of the pulse. The

result of this saturation phenomena is a "pulse-shaping" or distortion

of the input pulse envelope. Small signal power gains of 30 db in a 15

cm ruby rod have been achieved. Due to the finite rise time of the input
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pulse generated by a laser oscillator, the peak power gain is more like

I0-15 db for the same rod.

Since power gain varies over the duration of the pulse, it is

sometimes convenient to define an energy gain as (output pulse energy)/

(input pulse energy).

Small signal energy gains of 20 db in a 15 cm ruby rod have been

achieved. Saturation occurs when the input pulse energy density

(joules/cm 2) is sufficient to completely depopulate portions of the amp-

lifier rod. For ruby and Nd:glass this occurs at approximately

7 joules/cm2; for Nd:YAG at 0.06 j/cm 2. Solid state materials are

used for high power or high energy laser amplifiers due to their energy

storage capability. Ruby and Nd:glass can store typically from 1 to

5 joules per cc. Consequently, the available wavelengths are 0.6943

microns in (ruby) and i. 06 microns in (Nd+++). Pulsed solid state

laser amplifiers have larger passbands than CW gas laser amplifiers;

the passband for ruby is about 1 7_ and for l_d:glass, it is several tens

of A.

• n_l-nrt_nn "in _111._ecl _mnl_fier._ _n the form r_f inore_.qec] helm

divergency may exist due to transient thermal gradients in the ampli-

fier material. However, operation of ruby amplifiers with no spread-

ing of the input beam in passing through the amplifier has been

demonstrated.

Two factors tend to limit oscillator-amplifier performance. These

are damage thresholds for power density and for energy density. If the

power density in a dielectric becomes too high, the resultant electric

field can cause dielectric breakdown of the material. If the energy

density in a pulse, whose duration is short compared to some thermal

relaxation time, becomes large, energy will be absorbedby the material

faster than it can be carried away and the material will melt. This

seems to be the most important factor limiting the performance of high

energy glass laser amplifiers. The efficiency of ruby and Nd:glass
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laser an_plifiers approximates the values obtained in high energy

quasi-gw conversion mode oscillators.

5.3.3 Power/Burden Relationships

Establishment of Measure of Merit

In making a relative comparison of transmitter sources at various

wavelengths, it is best to consider first a genera[ figure of merit which

ignores many of the practical [imitations. In this way, the considera-

tions are not arbitrarily bounded or complicated too early in an evalu-

ation. Also, as the practical Ii1_itations are included, their effects

can be evaluated individually. In this way, areas where substantial

research or development may be beneficial can be more readily

identified.

In considering gas laser sources, an appropriate figure of merit

is

2
n P

J_J

Lxz

where Lis the length of the laser. This is useful since most lasers

are rated in power per unit length. An appropriate weight per unit

length must then be determined in order to make direct comparisons

with microwave sources.
e.

For ground based transmitters, it is believed that only the

maximum power available at a given wavelength and the antenna gain

are significant. Accordingly, the figure of merit for ground based

sources is simply

I_iG = P max/k 2

These figures of merit will be discussed in more detail and refined as

the description of various laser and microwave sources progresses in

subsequent editions of this report.
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The foLLowing general assumptions have been made in choosing
to compare lasers on the basis of P/k 2 for ground based transmitters
and _2P/ZkZ for spacecraft transmitters:

i. No atmosphere attenuation at the laser wavelengths.

2. No prime power limitations for ground transmitter. PenaLty
of q2 for the spacecraft transmitter.

3. No length penalty for ground transmitter; penalty of I/L for
spacecraft.

4. No limitation due to mirror damage on ground transmitter.

5. No pointing accuracy limitations on either transmitter•

No optics limits.
6. No cost limitations.

7. Spectral output suitable for the communications job required.

Gas Laser Sources Evaluation

TabLe 5-I0 and Figures 5-18 and 5-19 summarize the character-

istics of the six best gas Laser sources reported to date using the above

r. r .L_ "_ VY • d _ 'I I "1 " I • t I '

these six have been selected as the best and most representative of

each type (ion, molecular, and neutral gas). The reported output power,

length and input power are given for the lasers selected. From these,

the parameters P/K 2 and _2 p/Lk2 are computed. For comparison with

microwave devices, where tl_e parameter _Z p/wk2 has been used, we

may assume a value of W/L of about 20 lbs/meter for He-Ne, CO 2

and He-Xe lasers and about 50 [bs/meter for ArII. The exact W/L will

depend on L and the stability requiren_ents for the particular applica-

tion. However, these are reasonably realistic numbers for the sake of

comparison. The heavier value for ArII reflects the additional require-

ment of a magnetic field (,_i000 gauss).

Notes

• This is a Hughes airborne quartz laser with a 46 cm bore

Length, _l meter overall package length. It requires a

magnetic field of _i000 gauss, which would imply a heavy
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Gas

Ar II

Ar II

He-Ne

He-Ne

He -Ne

He -Ne

He -Xe

CO 2

Table 5-10. Figure of merit for several gas lasers.

k

0.5

0.5

0.63

O. 63

1.15

3.39

3.51

10.6

10.6

I0.6

I i

.

,

Manu-

facture

HRL

RAY

BTL

S-P

S-P

HRL

TRG

HRL

BTL

BTL

l

P out

(w)

4.0

8.0

1.0

0.1

O. 03

0.01

0.08

I0

12

130

5. i

!

L

(M)

0.46

1.6

5

1.7

1.7

1.7

2.0

2.0

2.0

4.0

0.5

|

P in

(w)

4,000

20,000

500

~200

~200

80

-200

150

-1,000

Jv

t

P/k2 n2P/L k

rl (W/M 2 }
{W/M 3)

1 x 10 -3

4x 10 -4

2xlO -3

5xlO -4

].5x 10 -4

I. 8 x 10 -4

4x 10 -4

6.7x I0 -z

3x I0 -2

-I. 3 x 10 -1

3.5^i6 -3

|

I. 6 x 1013

3.2 x 1013

2.5 x 1012

1.5 x I011

2.2 x 10 I0

8.6x 109

6.5 x I0 I0

9 x I0 I0

I. I x 10 II

1.2 x 1012

. _8

|

2

Note

3. 5 x 107 1

3.2xi06 2

2x 106 3

3.6x 104 4

2.9x I02 5

1.6xl01 6

5.2xi02 7

2 x I0 lO 8

4.8x10 9 9

5 x 1011 10

Z ^ _v il

i J

structure and possibly more power. Hughes Aircraft

Company fully expects to have a I0 watt metal-ceramic ve_r-

sion of this tube by June 1965 (Contract AF33(615)3117).

This laser was reported by Raytheon in Electronic News;

It is a quartz tube. 18 watts was claimed, provided the beam

in the cavity was chopped to prevent damage to the mirrors.

Figures were never officially published.

This is Bell Labs best effort in red lasers. It has never

been reproduced elsewhere and requires "Bell Labs

h4irrors." It is doubtful that anyone will ever attempt to

build a more powerful 6328A laser.

This is a commercially available Spectra-Physics n_odel 125.

50 mW is guaranteed, but selected tubes produce I00 roW.

This is roughly the best achievable at 6328A in a laser this

size.
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Figure 5-18.. Comparison of

lasers for space-
craft transmitter.

)2

I0 IS WATTS/M 2

1014

I013

1012

.- I0 il

I0 IO

I0 9

I0 e

10 7

CO 2

(Io.6_a

ArTr I i

(o._

He - Ne(0.63/_)

ILl

He-Xe Im

(3,5#) He-Ne b

(i.15#)
He -Ne

(3.39_)

Figure 5-i 9. Comparison of

lasers for ground
based transmitter.

5. This is the Spectra-Physics model IZ5. With more work it

may be possible to double the power in a tube this size, but

drastic improvements are quite unlikely at this wavelength.

6. This is an HRL Lab-type tube. With more work the output

may be doubled, but more than this is doubtful in a tube this

size.

7. This is a TRG Laboratory type tube and represents approxi-

mately two years of effort in developing a high power Xe

laser. It is probably close to the ultimate for a tube this

size.
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8. This is an HRL Laboratory type tube using flowing C©z-N Z

mirrors were not optimized; more output power can be

expected from this same tube (_,20 watts). Seven watts were

obtained with the tube sealed off.

9. This is the best published BTL work (C. IC.N. PATEL, Apph

Pilys. Lett., 1 July 1965). A flowing gas system was used

with a mixture of CO2, NZ, OZ, HZO.

10. This is unpublished BTE result with a tube 4" dia. and ig'

lag. Helium was used. It is hard to estimate how much

will eventually be obtained from this tube but an intensive

effort has been underway for several months. (C.K.N Pate[)

II. This is a small, non flow tube, with external mirrors; suitable

for spacecraft. This work is due to T. J. Bridges (unpub-

lished) and is rather preliminary. A recent account of similar

tubes appears in the l Novel_ber 1965 Appl. Phys. Letters.

In comparing the various lasers listed in Table 5-10, the suit-

ability of the output signal for the communications task at hand must be

kept in mind. a.H of the Kasers listed _ be rn_e to operate in the

lowest order spatial mode (TEMoo) alone with more or less difficulty.

The task is easier at the shorter wavelengths where the laser output is

visible and £he characteristic beam size is small (proportional to the

square root of the product of wavelength and a cavity parameter related

to mirror radius). Mode selection at infrared wavelengths may be done

with an image-converter or by listening to self-beats in a heterodyne

detector. Production of a single-frequency output is still quite difficult

because of the longitudinal mode structure of the long Fabry-Perot

cavities used. Only the I0. 6bl CO Z and 3.51_ Xenon lines are narrow

enough to produce reasonable output by keeping the Fabry-Perot reson-

ator short enough so that only one longitudinal mode oscillator. This

is done to the narrow doppler-broadened line widths of these two transi-

tions (= 50 mc for I0.6_t CO Z and =iZ0 Mc for 3. 511 Xe). Even these

two transitions will require further mode selection techniques if longer,

higher power tubes are considered. Because of the broad doppler line

widths of the Ar and He-Ne lasers, single-frequency operation through
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the use of a sufficiently short Fabry-Perot resonator entails a drastic

loss in output power. Techniques involving 3 mirror resonators allow

the use of longer tubes at the expense of added complexity both mechan-

ical and electronic (servo-contro[[ed mirror positioning), but still

sacrifice output power because the entire line is not used. The most

promising technique developed to date is that of intracavity mode
locking 30 with a Subsequent coherent recoi_bination 31 or selective out-

put coupling 32. This technique has been demonstrated in the laboratory,

but practical power levels at a single frequency are yet to be obtained.

In any case the additional complexity will contribute to the weight,

length and inefficiency of the laser, although perhaps not to a significant
extent.

It appears that, at present, the best::' combination for optical space

communications from Figure 5-18 and 5-19 would be a small, efficient,

light weight 10.6F COZ laser in the spacecraft with coherent detection
(superheterodyne) on the ground, employing a cooled l-lg:Ge detector.
The un-link would be best handled by a high-power mu[timode argon

laser on the ground, employing pulse amplitude or pulse po_ariza_idn

modulation, and a simple ruggedized photomu[tiplier video receiver in

the spacecraft. These conclusions are of course, subject to revision

as the state of the laser (and detector) art progresses.
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6.0 DETECTORS

6. I INTRODUCTION

The "radio frequency" designation as used here is intended to

span the spectrum to a wavelength of 10M. Detectors at wavelengths

shorter than 10_are designated "optical detectors". The radio fre-

quency detectors seem to divide logically into two groups, i.e., those

operating up to 150 Gc (Zmm), and those operating between 2mm and

I0_*. These groups tend in general to employ different principles in

their operation and are normally described by different figures of

merit. Since the lowest frequencies of interest for this study are

properly designated as in the microwave range, we will choose to

designate the range to 150 Gc (2mm) the Micro/millimeter-wave

region. The range from 2mm to I0_ will be called the submillimeter

range.

6.2 RADIO FREQUENCY DETECTORS

6.2. I Micro/Millimeter-Wave Detectors

Micro/Millimeter - Wave Detector Theory. In reviewing the charac-

teristics of various receivers, it is convenient to choose a common

figure of merit which is independent of the environment or the particu-

lar operating configuration. One such figure of merit is the Noise

Temperature, T e, which is a measure of the amplifier noise referred

back to its input terminals. It is determined by measuring the noise

power generated by the amplifier itself and dividing by amplifier gain.

It is related to the noise figure of the amplifier by

T = (F-l) T
e o

where F is the noise figure defined in the standard way, i.e.,

Sin/Nin
F=

Sou t/Nou t

and T O is a standard temperature taken to be 290°K.
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For purposes of determining the threshold signal-to-noise ratio,

i.e., that signal level at which the signal power presented to the final

detector stage is equal to the noise power, the following are obtained.

Smin = k B (T 1 + Te)

where T I is the effective background temperature as seen by the

antenna and B is the receiver bandwidth. In terms of noise figure,

this becomes

Smi n = k B TI + To (F-I)

Note that only for receivers with noise temperatures of about

100°K or less is the background temperature of a cold sky (=4°K)

appreciable in determining threshold signal.

The more sensitive detection devices in this frequency range are

the conventional crystal mixers, parametric amplifiers, and masers.

Harmonic mixers are often employed at the high frequency end of the

range.

_,_ _t__. _ ._+o _o _.... _,,_+_t _,_i_ll_r tn collection oi

information about the most advanced detectors of these types and com-

parison of their performance. Studies are also underway to evaluate

the most advanced theories of operation. When the latter effort is

completed, these theories will be presented in this section together

with recommendations for research activities which could lead to

improved performance.

Available Detector Performance

Crystal Mixers (Including Balanced Mixers). Crystal mixers are

normally characterized by their conversion loss. The noise figure of

the mixer is given by

F = L +NR-I )c (Nil

where L is the conversion loss, Elf is the noise figure of the ifc

amplifier, and Nilis the crystal noise ratio.
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The conversion loss is defined as the ratio of RF input power to

the measured IF output power at the mixer. The crystal noise ratio

"Nr" is the ratio of noise power developed by the crystal to the thermal

or Johnson noise, I_TAF, of an equivalent resistance at 290°N. The

crystal noise is a combination of thermal noise caused by the spreading

resistance, barrier noise caused in the rectification action, noise

known as fluctuation noise, and noise due to sideband levels of the local

oscillator source. The fluctuation noise varies approximately as l/f

out to approximately 500 kc. At a given IF frequency, the conversion

loss decreases with local oscillator power, eventually leveling off in

the vicinity of 1 mw of drive. The crystal noise ratio tends to increase

monotonically with locaI oscillator drive. Optimization of the mixer

design using a given diode involves choice of an IF frequency which is

sufficiently high so that local oscillator noise sidebands do not contri-

bute to N r, and optimization of the local oscillator power to realize

the minimum L N product.
c r

The diode design involves choice of materials which give a low

design to minimize parasitic resistance and reactance the RF rectifica-

tion efficiency is related to the spreading resistance and junction or

harrier capacitance as well as to other parasitic elements.

Balanced mixers are used to suppress noise originating in the

local oscillator and thus reduce overall system noise figure. They

involve the use of matched pair crystals in conjunction with Hybrids

or magic ties. In these mixers, the signal and local oscillator are

applied to separate parts such that they arrive at the two diodes with

apparent I80 ° relative phase shifts. The IF output signals from the

diodes are combined such that the signal quantities add in phase whiie

the local oscillator noise components cancel. Mixers of this type are

in general use in the microwave range, but reliable units have not

been developed for the millimeter-wave range.

A typical specification for a matched pair of diodes is as follows:

1. Conversion loss within 0.3db of one another
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3.

IF impedance within 25f2

VSWR limited to 1.6 maximum

These matching specifications allow the overall noise figure of the

system to deteriorate no greater than 0. 1 db due to local oscillator

noise. The difficulty in construction of balanced mixers at millimeter

wavelengths is attributed to the lack of crystals whose electrical prop-

erties at RF and IF are balanced and to the difficulty in constructing

the required hybrid junction.

Since mixer operation at millimeter wavelengths is restricted to

the single ended configurations, it is appropriate to consider use of

high IF frequencies 1 which avoid the noise sidebands of the local oscil-

lators. In Figure 6-1 the crystal noise ratio as obtained in a 94 Gc

mixer Z is plotted versus local oscillator power for various IF frequen-

cies. Conversion loss is plotted in Figure 6-2. Note that in the region

of minimum conversion loss, i.e., local oscillator power about +6 to

+7dbm, the crystal noise ratio cannot be improved significantly by

going to IF frequencies above Z Gc.

Estimates of best available noise performance as obtained from

• • r ,1

crystal mixers are summarlzeo as xoLtvws.

frequency (Gc) Lc (db) F (db) Te (°IK)

10 6 870 °

35 5.5* 10.3 2,800 °

60 6.5* 11.3" 3,620 °

94 8.Z* 13 5, 500 °

140 9* 13.8 6,700 °

Z00 19-20" 25 91,000 °

300 35 910,000 °

*Where only conversion losses are quoted, IF noise figure
and crystal noise ratio are taken to be 2 (ratio).

Future areas for study of crystal mixers will involve considera-

tion of the crystal materials as well as an appraisal of the potential for

harmonic mixers.
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Parametric Amplifiers. Parametric amplifiers are readily available

in the l_icrowave frequency range. In the millin_eter-wave range, all

results to date are from experimental models and in most cases are

unavailable for general use. Best results are summarized as follows:

f F

I00 mcps 1.5 db

1 gcps I. 0 db

3 gcps 3 db

10-16 gcps 4 db

25 gcps 6 db

34 gcps 3.0 db

90 gcps 6 db

An investigation of the theoretical considerations which deter-

mine parametric amplifier performance is in progress. It is well

known that the cutoff frequency of the available diodes, which in turn

is determined by spreading resistance and junction capacitance, limits

practical extension of operation to the frequencies below I00 Gc. The

......... ..t_ _r_.Llcn-. ..... ._ ..... vt:.n':u:-.-, rc._:c.

of pump to signal frequency is much lower at millimeter wavelengLhs

with the best diodes. Future studies will also explore the reasons for

the diode limitations.

Masers. Again, masers are available in the microwave range. Results

achieved with masers at millimeter waveiengths are from laboratory

models. The following are the best representative figures:

frequency T
e

2 gcps 25- 50°K

35 gcps 130°1<

81.3 gcps 300°K

94 gcps Z00°K

Thus far, only a survey of the best performance data for masers

has been completed. Appraisal of their potential as a practical

detector elelrlent at 1_illimeter wavelengths remains.
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Hot Carrier Detectors. Hot carriers in semiconductors have been

used by applying microwave power to a non-injecting point contact to

achieve harmonic generation, detection, and mixing. Power densities

in the range of 1 KW/cm 3 at the point have been produced. As the

majority carriers are excited, a temperature gradient between the

point contact and broad contact is established. A unidirectional thermo-

electric voltage, with frequency following as high as 100 Gc, is set up.

Several contract reports on the work of Harrison 3, et al, have

been obtained and the long term potential of these detectors is being

assessed.

6.2.2 Detectivity/Burden Relationships

For purposes of comparison, it is convenient to plot the noise

temperature of various types of detectors with the noise power sup-

plied by resistive elements at various temperatures. In this way a

certain appreciation of the relative effects of the operating environ-

ment, and possible fundamental limitations can be discerned. In

Figure 6-3, we plot the noise power delivered by a resistive element

r_no'r'_4-'_,-,__r........e,_t..... _,_rlrm._ tarnperntnre._., as give_ by

hf
P - hf + hf

kT
e -1

Plotted on the same figures are the noise temperatures of

various detectors, or, equivalently, the noise power as generated in

these amplifiers referred to the input terminals. The ordinate in

essence represents the NEP (noise equivalent power) of these detector

elements. On this basis, they can be compared with the submillimeter

and optical detectors which are described in subsequent sections.

The most general burden which can be applied to these detectors

is cost. In practice, however, one normally associates the Rt p pump

supply with the maser or parametric amplifier as a unit, while the

mixer is usualty considered separately. In an effort to be consistent,

we shall attempt to burden the mixer with its local oscillator also.
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At first glance, it would seem that weight would be of little

significance for mixers and parametric amplifiers. _¥hiie this may

be true for the former in the low microwave range, it is generally not

true for the parametric amplifier. The maser is obviously limited

both by weight and the need for cryogenic cooling systems.

It becomes readily apparent that a detailed study of ancillary

equipment is required to properly assess the burden for these detec-

tors. Accordingly, studies will be undertaken to assess the potential

of various klystrons or other vacuum tubes and solid state sources as

both pump and local oscillator sources. This will involve a separate

investigation of IRF sources which has significantly different motiva-

tion than that for the transmitter sources. Cost, efficiency, power

supply requirements, overall weight, and stability will be of prime

concern for this study.
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6.3 DETECTORS IN THE SUBMILLIMETER RANGE

Submillimeter Detector Theory

4
A fairly extensive survey of detectors in this technologically

remote portion of the spectrum has been used for much of the material

in this section. The basic methods of detecting sub mm radiation are

divided into two areas; those using a thermal effect and those using a

photoelectric effect.

Any temperature dependent parameter may be used in a thermal

detector. These effects may range from direct electromotive force as

in a thermocouple, to a change in bolometer resistivity. Most thermal

detectors are unsuitable for use in communication because of their

relatively slow response times; but are useful in power and energy

measurements. For the latter application, a time constant of

between 10milliseconds andl sec is not of prime importance. The fre-

quency independence of these cells adds to their usefulness in this

field.

Thermal detectors consist of a receiver to absorb radiation and

change in temperature of a detector is a function of the change in

radiant energy. If the receiver thermal capacity is C, AT =_-_C "

With the exception of the Golay cell, the performance of thermal

detectors deteriorates at sub-millimeter wavelength.

Any detector which is operated on clirectly by photons to cause a

change in electron state falls in the second category, photoelectric

detectors. Generally, these detectors are useful for communication

because of their fast response time. This general category of detectors

can itself be divided into subgroups depending on the particular photo-

effect used to achieve a readable parameter.

In order to use photo-effect devices in the millimeter wavelength

region, the devices are often cooled. This is done to "quiet" thermal

lattice vibrations in order that only electrons absorbing the low photon

energy (I.3 X 10 -3 ev for k = l mm) are excited to the conduction band.
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6.4 COMPARISON AND EVALUATION OF DETECTORS

6.4.1 Figures of Merit

The NEP, or "noise equivalent power" of a detector is a widely

accepted figure of merit for a detector. NEP is defined as, "that

radiation power incident which will produce a voltage signal equal to

the RMS noise value of the voltage of the detector at a S:N ratio 1:1.

NEP is used as the basis for D* or detectivity calculation, which also

is a "yard stick" by which to measure detector performance.

i/z
D* = (AAF)

NEP M (cps) I/Z
watt

A = sensitive area of detector

AF = noise bandwidth of measuring system

Johnson noise arld recombination g-r noise are inherent to the

detector and are of the greatest interest. Contact noise and external

magnetic field noise can be reduced or eliminated by proper design.

The normalized detectivity and noise figure of IR detectors are

related by

(D*) 2 ideal (NEP) 2 real
F = =

(D*) Z real (NEP) 2 ideal

The time constant and responsivity of a detector are important

when demodulation is a consideration. These govern the rate of

transfer of information from the transmitter to detector and therefore

effect the complexity of the signal amplifier required after the detec-

tion stage.

6.4.2 Available Detector Performance

Golay Cell

Golay ceils with a NEP = 4 X 10-10W for 1 cps bandwidth and 15

millisecond time constant are available commercially. The cell is

operable at room temperature and is wavelength independent. Incident
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radiation heats a volume of gas enclosed in a small cavity. An electro-

optical system is used to measure the resulting gas expansion. The

Golay cell has the disadvantage of slow response, and a small amount

of microphonics.

Special Bolometer s

Bolometers can be described in terms of responsivity and time

constant, (R and T ). When angular frequency times T is less than

unity, then

Ill
R - V

G-aP

Q C
.T - G- erP '

where

C

G

V

P

= thermal capacity of element

= thermal: rnndn_t_nce

= temperature resistance coefficient

= voltage applied to bolometer

= power dissipated (electrical)

It is obvious from the above that optimum operation is achieved

when the capacity is small, and absorption of radiation is great.

Cooling a bolometer reduces its thermal capacity and choice of

materials regulates the value of e.

Superconducting t3olometers. Superconductors have high resistance

when cooled. Improvement of absorption of radiation by blackening

could enhance operation if accompanied by the use of low noise ampli-

fiers. Lead and tin superconducting bolometers have NEP =3 x 10 -13

6-11



watt for 1 cps bandwidth and T = 1. Z5 sec. Sensitivity is about g

orders of magnitude greater than a Golay cell.

Carbon Bolometers. Certain types of carbon resistors possess a

large temperature coefficient below Z0°N. A detector using this

effect has an NEP about one order of magnitude greater than a Golay

cell With a cooling to 2 17°K these cells yield an Nt_P 3 X 10 -ll• • _ (D

with 1- = 1 in sec and 1 cps bandwidth.

Germanium Bolometers. These bolometers are highly doped with

gallium (1017/cm 3) and used with suitable windows in an evacuated,

cooled chamber• The free carriers of this material are tightly lattice

coupled so that as the temperature rises, the resistance changes.

Recent investigations report NEP = 4 X 10 -14 watt with 1.2 mm inci-

dent radiation when.the cell was cooled to 2.0°K.

Impurity Activated Germanium

Doped with Indium or Antimony, these ceils are usable up to

wavelenths of 0.12 millimeters with a D* m 1.25 X 10 ll. The best

results have been obtained with boron-doped germanium with time

constant around 5 X l0 -7 sec. Zinc doping appears to hold some

promise for future development.

Impurity Activated Indium Antimonide

With ionization energy of the order 'of 6 X i0-4ev., this cell

has been used to wavelengths of 2 millimeters. Because of the large

radius of the ground state of an electron of an impurity atom in indium

antimonide, it is possible for bound electrons to "hop" to adjacent

impurity atoms. By applying a magnetic field to the sample, conduc-

tion can be reduced so that impurity ionization can be observed. Opti-

mum sensitivity was obtained at 1.5°N at between 5 and 6 Kilogauss

magnetic field strength. (D* = 3 x 1010). No response is expected

above k = Z millimeters.
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Free Carrier Absorption Detector

A free carrier can make a transition to a higher state in the

conduction band if it can absorb a long wavelength photon. Johnson

noise is the limiting factor in this transition detection and an expected

minimum power of 4 x 10 -14 _-Af has been calculated. Photocon-

ductivity of InSb in the millimeter wave region has been noted where

magnetic field strengths of greater than l0 kilogauss have been pro-

duced.

Narrow-Band Tunable Millimeter and Submillimeter Detectors

D-'_ = I0 I0 was obtained with n-type germanium at a wavelength

of 8.8 mm and temperature of 4.2°K. Resolution of about 0.05 k
C

was attainable where

_ _ eBk 2TrC and 00
c c M$c

O3 C

Here B is magnetic field induction, Ms is the effective carrier mass;

from 25 to 7 KG at a temperature of 4.2°E, the detector was tunable

from 0.06 to 0.2 ram. D=_ as high as 1011were obtained with resolu-

tion of 0.1 k c .

Superconductive Detector

A superconductive detector has been proposed which consists of

a conductor-metal oxide-conductor sandwich. Excited electrons enter

the conduction band of one superconductor, tunnel through the barrier

into the next superconductor. Signal-to-noise ratio are expected to be

about 100 times less than for doped germanium photodetectors.

6.4.3 Detectivity/Burden Relationships

As a general rule those detectors which fall in the category of

photoelectric devices are of tess burden than thermal detectors.

Excluding cost of fabrication for an individual detector, the photo-

electric type require less supporting equipment in terms of power and
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readout. These ceils are easily calibrated and hold a high degree of

long term stability. Their obvious draw-back is that each subtype of

photoelectric celI has a very limited wavelength range over which it

can be used. Even with this handicap, their high D, and fast response

time make them useful for most applications not requiring a very wide

range of response.

As may be seen from Figure 6-4 and Table 6-1, when a particu-

lar finite wavelength range is of interest, a photoelectric cell can

usually be found which will yield greater detectivity at a lower general

burden than thermal detectors.

A prime exception to this general rule is the carbon bolometer.

The device itself is simple and most of the associated equipment is

low in complexity. The use of this detector will depend on the avail-

ability of the means of cooling the detector to 2• I°N.

6.4.4 IF Amplifiers

In the discussion of crystal mixers, it was determined that if

frequencies beyond 2 to 3 Gc will probably not be required. Microwave

jE_ - 1" ....'L1 °
gV 1_ lJ.llg -- %_; ag _ ....... I:.": ..... 1"; ........ r • • Jk4u (3L.LI.. _.VI3._L_

able in this range. Conventional IF amplifiers with'lower noise figures

are also readily available at lower frequencies• A more thorough

discussion ofthis relatively straightforward area will be included in

the future.

6.5 OPTICAL FREQUENCY DETECTORS

6.5. 1 Optical Frequency Detector Theory

Characterization of Detectors

From the point of view of communications and tracking systems,

the optical detector functions as an information transducer. The

information input to the detector is via a carrier at optical frequencies

modulated in some way. In the detector output the same information

is presented as an electrical signal. For the purposes of this section,

it wili be assumed that encoding and decoding will be performed on the
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electrical signals and will not involve the detector itself. The detector

perfori_ance can then be specified in terries of its behavior with respect

to simple forms of 1_odulation; e.g., a sinqple sine wave or a square

pulse.

A complete description of a detector l_ust cover the following
three areas in order to be useful to the systen_s designer.

I. The optical configuration -- By this is meant the physical size

and shape of the detector and its housing and the extent to

which these can be modified. These properties are impor-

tant in the selection and design of both system optics and
electronics.

2. The electrical configuration -- The most important feature
here is the characterization of the detector as an active

circuit element. This information is required in order to

calculate the electrical signal delivered to the electronics

as a function of the radiation signal input and in order to

investigate the noise performance of the detector and its
_ssoci_ted receiver.

3. The support configuration--Included in this area are such

factors as the electrical bias required to make the detector

operative, cooling requirements, and, in the case of het-

erodyne systems, the local oscillator requirement.

Specification of the optical and support configurations will

generally require only a physical description of the detector and a

specification of the magnitude of the support elements required (bias,

local oscillator power, etc.). It should be understood that it may not

always be possible to treat these two configurations separately. For

example, in heterodyne operation the introduction of the local oscillator

may place constraints on the detector's physical configuration that are

very important to consider in optical system design. The specification

of the detector electrical configuration is the n_ost important for evalu-

ation of its system performance. Detectors used in the optical region

of the spectmxm can usually be colnpletely described if the following

information is given.
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Its characterization as an active circuit element. For exan_ple,

_ost of the optical detectors are usually best represented as a constant

current source in parallel with a resistance and capacitance. The

magnitude of the constant current generator is specified by the detector

responsivity, R d, defined as the ratio i/W(k), where i is the current

that flows in response to irradiation with optical power W(N) at the

wavelength k. l_esponsivity might also be given in terms of current

per unit photon flux, or if a different representation of the detector is

chosen, as open circuit voltage per watt or unit photon flux. The

particular units used will depend on the most convenient characteriza-

tion of the detector and the input radiation. There arise applications

where the input signal is not monochromatic, as for example in infrared

search and track systems, and in such cases it is convenient to define

the responsivity with respect to a standard signal which is not mono-

chromatic. One which is frequently used is a blackbody source at a

temperature of 500°K. For purposes of laser systems design the

monochromatic responsivity is much more convenient so the former

,,d_fi_,i_iu_ will b_ u_d 11i _i_i_ _p_t. i_ i_ _i_,o _ will _i_

the factors that determine detector responsivity for the various types

of detectors that are useful in the visible and infrared spectral regions.

The detector responsivity has a frequency dependence determined

by the particular mechanism thatisthe basis of the detector's operation.

In general, the responsivity will be flat up to some cutoff frequency

determined by transit time or lifetime effects and then will fall off with

some characteristic frequency dependence. When connected into the

receiver electronics this upper frequency cutoff may be different due to

limitations imposed by the input circuitry. For a given detector-

receiver combination it may be more convenient to use a responsivity

characteristic of the particular circuit. For example, the receiver

may be represented by an effective input impedance connected across

the terminals of the constant current equivalent detector circuit. It

might then be n_ore useful to use the actual current delivered to the

equivalent receiver impedance, or the power delivered to that imped-

ance, as the electrical output signal to be considered. We can for this
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case, define a_new quantity, the receiver responsivity, Ikr, which
would be the ratio of delivered current or power to the incident

radiation power. Obviously, i_r and Rd are related to each other

through the circuit paraI_eters of both the detector and the receiver.

The electrical characterization of the detector is not complete
until its noise performance has also been described. Here it is

essential to consider the equivalent circuit characterization of the

receiver as well as the detector since it may be the major contributor

to the observed noise. Further, noise power cannot be adequately

discussed without consideration of the bandwidth of the receiving

system and this may well be determined by the detector-receiver com-

bination. Nevertheless, it is possible to identify sources of noise

unique to the detector. These include shot noise, excess current noise,

and background fluctuation noise. The latter is a system consideration

and is more in the nature of a spurious signal than a random noise.

Fluctuations in a steady background, such as ambient blackbody radia-

tion, are included in shot noise. These will be considered separately
in the reviews of individual detector mechanisms. The receiver elec-

tronics will contribute thermal noise and excess noise ol their own.

We take the simplest point of view concerning this noise: that it can be

described adequately by regarding the receiver as an equivalent load

impedance for the detector that also includes a thermal noise source

at some effective temperature T e .

The signal to noise ratio of the detector and receiver under a

specified condition of irradiation is a good measure of the relative

performance. The detectivity has been defined as a quantative repre-

sentation of this measure. It is represented by D and is given by the

signal to noise ratio divided by the incident power in watts. A photon

detectivity Dp can also be defined as the signal to noise ratio per

incident photon flux. The detectivity is in general a function of the

wavelength, the electrical frequency and the bandwidth.

We assume an incident signal at wavelength k modulated at

frequency f and represent the rms value of the incident power by

W(X, f). The electrical output of the detector is represented by S(k,f)
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and it n_ay be either a voltage, a current or a power delivered to a

receive'r represented by an appropriate equivalent input circuit.

Responsivity is then defined

s(×, F)
R(×, F) - p(×)

When S(X, F) is either the short circuit current or open circuit voltage

of an equivalent generator representing the detector, we shall refer to

it as detector responsivity and represent it as R d. When S(X, f) is the

current delivered to or voltage appearing across an equivalent load

representing the receiver electronics, we shall refer to it as the

receiver responsivity and represent it by R r. The particular term

being used will generally be evident from the context,

If the noise power delivered to the receiver is represented by

N(k, f, A f), where an explicit dependence on the bandwidth of the

receiver has been included, then the detectivity of the detector is

defined as

0 s(x, f) R (×, f)-- r

D(k, f, af) - P(k) N(k, f, Af) = N(k, f, Af)

S and N must of course be presented in the same units in this relation.

The noise equivalent power is frequently encountered as a measure of

the performance of a detector system; this quantity is simply the

reciprocal of the detectivity,

P = I/D.
n

The detectivity, as represented above, is unique to a detector in

a specific situation. It frequently is the case that responsivity or noise

vary in a characteristic way with bandwidth or with sensitive area for

a particular class of detectors. It is convenient in such instances to

specify detectivity for a well defined reference condition of operation

from which it is then easy to calculate the actual detectivity that would
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be obtained in a variety of different applications. For example, se1_li-

conductor infrared detectors generally have detectivities that vary with
bandwidth as (Af) -I/Z and with sensitive area as A -1/2. A specific

detectivity D":_is then defined by the relation

D* = DA I/z (Af) 1/2

and this provides a convenient parameter with which to compare the

performance of similar detectors of different area and operated in

receivers of different bandwidth. Note that D _':"is the detectivity of a

detector of unit area operating in a system with a bandwidth of l cps.

It must be kept in mind that D* refers to a particular set of test con-

ditions which must be under stood and compared with the actual oper-

ating conditions in order to be useful. These considerations will be

made more explicit when different detector mechanisms are considered

in detail.

The physical processes in every detector have a finite lifetime,

which imposes a limitation on the speed with which the output of the

ctetector can be ai_ered by aitelhlg iL_ i_puL. Ea_il d_L_u_ i_ _l_-

acterized by a response time T whose reciprocal is the highest angular

frequency of modulation or variation the detector can follow accurately.

This is essentially the integration time of the detector. When the mod-

ulation frequency is varied, the responsivity varies according to the

for mula

R
O

RCf) =
(1 + 4_T Z fZTZ)l/Z

where f is the modulation frequency. When 2_rf = T-1 the responsivity

is down to Ro/_,[2 , where R o is its value for low modulation

fr equencie s.

The responsivity and detectivity as defined in the previous para-

graphs will be deter1_lined by intrinsic properties of the detector, the

circuit in which it is used and the conditions under which it is operated.

I_ and D therefore are useful not only for characterizing particular
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devices and operating conditions, but also for estimating ultimate per-

formance limits that can be achieved and for indicating areas in which

research and development may be applied to achieve these limits. To

do this requires that re sponsivity and detectivity are under stood in

terms of the physical properties of the detector. In the next section we

will develop these relations for those detectors that may be useful in

laser comiTmnication and tracking systems.

Optical Frequency Detector Analysis

The most useful lasers for optical communications systems are

found in the wavelength region from 0.4 to I0_; i. e., from the visible

through the near infrared region of the spectrum. A variety of detec-

tion mechanisms and devices have been used in this spectral region,

but not all are useful for the contemplated systems application. Ther-

mal detectors, for example, are much too slow, having time constants

no shorter than several milliseconds, and their use is generally

restricted to spectroscopy and energy reference measurements.

i)etectors Dasec/ on mechanisms in whlch the energy of the absorbed

photon goes into direct electronic excitation of the material are much

more useful where fast response is required. These include the photo-

emissive detectors generally used in the visible and the semiconductor

devices applied in the infrared and visible. The following discussion

will be limited to these classes of detectors.

Because of the diversity of system applications of lasers, many

types of input signal must be considered. For the purpose of evaluating

detectors and describing their performance, it is sufficient to consider

signals that vary sinusoidally in time. Such a signal is obtained either

with simple amplitude modulation or if a steady input signal is mixed

with a local oscillator in a heterodyne system.
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In either case, the basic assun_ption is made that the rate at

which current carriers are generated in the detector is proportional

to the square of the optical electric field intensity at the detector. In

the first case, the modulated optical signal is represented in terms of

photon flux by

F = F (i + eit°t)
$ SO

fl_modulation index of unity has been assumed in order to avoid carry-

ing along a parameter unrelated to the detector itself. In the second

case, the electric fields of the local oscillator and signal are added and

then squared, resulting in the following expression for the incident

signal in terms of photon fluxes:

F + F + Fso)I/2 i_0ts = FLo so 2(FLo e

The po,.,._e_ __ r_l_fart t_ the photon ilux by the simple relation

P = hwF
S S

where

h is Planck's constant and

w is the optical frequency.

The signal frequency f is given by

f = _/2n
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Photoemis sire Detectors

Photon_ultipliers. In the visible and near-infrared region of the

spectrum the photomultiplier is the most efficient and convenient

detector of radiation. It is based on the external photoelectric effect

and the subsequent amplification of the electron current by means of a

number of secondary emitting stages termed "dynodes." The basic and

determining process in the photomultiplier is the external photoelectric

effect, which consists of two steps: absorption of light by a solid and

emission of an electron.

Electron emission will take place only when a photon possesses

sufficient energy to overcome the work function of the solid, i.e., when

hv > e_

where e is the electronic charge andd) is the work function. This rela-

tion sets a long wavelength limit for every photoemissive detector; it

may be put in the form

1.24
kL - e_

where k L is the wavelength limit m microns and e_ is the work func-

tion of the photocathode in electron volts.

The element with the lowest work function is cesium. For this

element e_ = 1.9 eV; therefore, the wavelength limit of a cesium photo-
O --

cathode is about 6500 A. Composite photocathodes consisting of combi-

nations of metals and oxides have lower work functions; they are capable

of functioning up to about k = I. 2 _x. Naturally, as the limit is approached

approached the efficiency of the detector decreases. The variation of

detector efficiency with wavelength is apparent from the responsivity

curves or the curves of quantum efficiency, which in the case of photo-

emissive detectors are simply related to the responsivity curves.

Quantun_ efficiency rI it: e number of emitted electrons divided

by the number of incident photo, as. The frequency w , quantum efficiency

I], incident power P, and the photoelectric current iare related as

follows: The number of incident quanta per second is n = P/hv, the

electron current emitted from the photosurface is vne; therefore

6-25



i= ,]e P lhv .

Responsivity RIv) is proportionalto i/P; therefore

Gerl (v)
Rd(V ) = hv

where G is the gain of the photomultiplier. The quantum efficiencies

of the red-sensitive photocathodes are shown in Figure 6-5.

As a circuit element, a photomul_iplier appears simply as a

capacitance in parallel with a current generator of magnitude i =

Get I P/hv , as in Figure 6-6a.

In the photomultiplier there is shot noise due to the fluctuations

in the mean dc current. This current is the sum of dark currents that

flow in the absence of any light input and the average photocurrent due

to both signal and extraneous optical inputs. These sources together

contribute a white noise power spectrum.with a circuit representation

as a current generator with a mean square amplitude (Fig. 6-6b).

' ( )ind(f ) = ZeId + ZeZrl PaY G Afhv

I d is the dark current and Pay the average incident optical power.

There will also be a noise contribution from the resistive part of the

equivalent load R L whose magnitude is

Z
_4h___._r

inr(f) - RL AI

T is an effective te,Tlperature used to characterize the noise perform-e

ance of the receiver. Photomultiplier detectivity is given by:

n
R eTL
N hv

4hTe )1 /Z
2eid + ZeZ_] P__a.vG +-- /Z(Af)l

hv R L

The response times of ordinary photomult{pliers are between 1

and 3 nsec. The responsivity is fairly uniform until the frequency

f = 1/27rT iS reached. Thus the performance of the commercial photo-

multipliers begins to be degraded between 50 and 150 Mc modulation
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Figure 6-6. Signal and noise equivalent circuits of photomultiplier
and idealized receiver.
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frequency. Actually, Herriott 5 obtained beat notes up to 300 Mc ii_

modulation frequency using an ordinary 7102 multiplier phototube to

mix modes of the 1. 153-}x neon line. Special tubes are required for

the detection or demodulation of signals varying at a faster rate.

Microwave Phototubes. Siegman and McMurtry 6 have shown that

a traveling-wave tube may be used as a phototube. They have obtained

outputs up to 4Z00 Mc in modulation frequency when irradiating a

Sylvania TW-530 traveling-wave tube with ruby radiation containing

severalaxial modes. Such tubes coula also be used to demodulate

amplitude-modulated light with modulation frequency extending into

the microwave range.

The traveling-wave phototube is an example of a 'microwave

phototube which consists of a photoemissive surface followed by a

microwave amplifier. Such a structure is shown schematically in

Figure 6-7. When amplitude-modulated light strikes the cathode it

produces a corresponding amplitude-modulated electron beam. This

such as a traveling-wave amplifier. The latter anqplifies the modula-

tion of the electron beam and extracts the modulated signal which then

U
I

ia

LIGHT

, . FOCUSING

\.,f\ \1 ,,_-
_--- .C/\TRAVELING

\C,T.oDE w;V_,F,E.

Figure 6-7. Microwave phototube.
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emerges at the output. Questions of transit time do not arise in con-

nection with the operation of such a tube because the space-charge

wave which represents the modulating signal travels down the tube

element where the interaction with the microwave field takes place.

The cathode of the TW-530 tube is of the BaO:SrO thermionic

type; it is not especially suitable for photoelectric emission for inci-

dent ruby light. Consequently, it is not surprising that McMurtry and

Siegman obtained quantum efficiencies of only 10 .5 to 10 .6 with such

a tube. The low quantum efficiency is offset by the 40-dB gain of the

traveling-wave tube. More recently such tubes have been built with
7

standard photocathodes.

A photomixer image tube was constructed by Lucy. 8 This tube

contains an S-1 photosurface which is scanned in the manner of a con-

ventional image tube. The emerging electron beam is directed into

a traveling-wave amplifier. Detection of 3.4 Gc beats was reported
o

with a quantum efficiency of 3 x 10 -6 at 7000 A.

9
associates. This tube had an S-1 photosurface; the amplification of

the traveling-wave tube was 30 dB. Signals were obtained at 8.4 and

10. 5 Gc. Quantum efficiency data were not published.

10
Gaddy and Holshauser have proposed a device calied the

dynamic crossed-field photomultiplier tn whichthe electron transit

time is rigidly controlled through the use of a microwave electric

field to provide the energy for secondary electron emission. The

maximum possible bandwidth of their device is half of the electric

field frequency.
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The high-frequency field is applied across a condenser, one

plate of which has been treated to be an efficient secondary emitter

as illustrated in Figure 6-8. A photocathode is incorporated at one

end of this plate. Electrons emitted when the field is positive will

be accelerated toward the other plate. If a magnetic field B is applied

perpendicular to the electric field E, the electrons will be bent into

curved trajectories, and for appropriate values of the field E and B

and tne frequency,0 of the electric field some of the electrons will be

returned to the first plate and produce secondaries.

n

D

!!

Figure 6-8. Physical configuration of electron

multiplication system.
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The analysis of Gaddy and Ho[shauser demonstrates that only

those electrons emitted at the cathode during the first 60 degrees of

a period of the electric field can satisfy the conditions necessary to

proceed through a series of multiplications and be collected along
with the generated secondaries. The electrons become even more

tightly bunched in phase as they proceed through successive steps of

multiplication. Signal frequencies in the range cos < _0/Z, where,0

is the frequency of the microwave electric field, are detected and

amplified directly by the device, but frequencies in the range _0/2<

cos < 3_0/2 beat with the driving field to produce outputs with frequen-

cies from zero to _o/Z. The bandwidth for direct detection and ampli-

fication is _0/Z.

As with many fast photodetectors developed so far, noise data

at high frequencies are not available. Incoherent light moduiated at

3 Gc was successfully detected with an experimental device in its

mixing mode of operation. A disadvantage of this detector iies in the

fact that it samples the photon signal for only one-sixth of each period

of the microwave electric field and so must operate a_ a lower _ignal-

to-noise ratio than a"futl-time" electrostatic photomultiplier.

Solid State Detectors. The treatment of the various internal photo-

effects in semiconductors can be presented in a unified fashion. There-

fore both intrinsic and extrinsic mechanisms wilt be discussed in this

section.
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Beyond I. IN, where photoemissive devices no longer have suffi-

cient sensitivity, detectors utilizing internal photoeffects must be

employed. Solid state detectors with detectivities approaching the

theoretical photon noise limit in the wavelength range 0.4_ to 10_ are

available as a result of the considerable progress in infrared technology

in the past decade.

There are two internal photoeffects which are the basis of solid

state detectors operating in the near infrared. In both cases, absorp-

tion of photons leads to a change in the concentration of free, mobile

charge carriers within the material. In the first class of detectors,

called intrinsic, the energy of an absorbed photon creates an electron-

hole pair, i.e., the excitation process raises an electron from a

valence band state to a conduction band state and only photons with

energies greater than the intrinsic band gap are effective. The excita-

tion process in the second class of detectors, called extrinsic, is the

ionization of an impurity center to produce a free carrier and a charged

defect site. The optical absorption constant in intrinsic materials is

1 _,i . ,,-,5 ._ -1 ................... :___. .... ._,.__:_,_ :,_ : .

rarely greater than 102 cm -I. Photogenerated carriers are therefore

confined to much smaller regions of intrinsic detectors.

In intrinsic detectors there are three commonly used techniques

for sensing the rate at which electron-hole pairs are generated by the

incident light. These are tl{e photoconductive, the photelectromagnetic,

and the photovoltaic modes of operation.

Figure 6-9(a) represents a detector operated in the photoconduc-

tive mode. The dashed line represents the steady state electron-hole

concentration in a uniform block of material. The current that flows

in response to an electric field applied between the electrodes provides

a measure of the free carrier concentration. When signal photons are

incident on the detector, an additional concentration of carriers is set

up which varies with position in the detector as shown by the solid

curve. Because of the additional carriers a larger current flows in the

external circuit.

6-33



hV

R L

V

(a) Photoconductive mode

h_

®-_
%

T

..t ,L ,z.v _._

P-REGION

.!

h,, \

n- REGION

r

(c) Photovoltaic mode

Figure 6-9. Three modes of operation of solid state photodetectors.
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The photoelectromagnetic (PEM) mode of operation is obtained if

the electric field is ren]oved from the photoconductor so that it is con-

nected directly across a load and a Inagnetic field is applied perpen-

dicular to the plane of the figure. Because of the concentration gradient

of electron-hole pairs produced by the absorbed radiation inthe material,

carriers drift in the direction in which radiation is incident. The

Lorentz force due to the magnetic field on the moving carriers deflects

the electrons and holes to opposite electrodes and produces current in

the external load (as illustrated in Figure 6-9(b)).

The third mode of operation is the photovoltaic mode in which a

p-n junction is produced immediately behind the surface on which

radiation is incident by diffusing a p-type dopant into n-type material

(Figure 6-9(c)). The generated electron hole pairs diffuse to the

junction under the influence of the concentration gradients set up in

response to the incident radiation. The electric fields in the junction

drive the electrons to the n-side and holes to the p-side of the detector.

With zero applied bias, an external photocurrent can be observed or the

photoconductive mode.

By appropriate control of the fabrication process, it is possible

in some semiconductors to make the transition region between the n

and p regions large or even to arrange that the detector consist of three

regions: a thick n-type base region on which there is first a moderately

thick intrinsic region, and then a very thin p region at the surface on

which radiation is incident. Such a p-i-n structure has somewhat dif-

ferent response time characteristics when biased in the reverse

direction and is particularly useful for weakly absorbed radiation. (For

a more detailed analysis and review of the properties of infrared detec-

tors see References I0 and il.)

Typical circuits in which the reverse biased photodiode and the

photoconductor are operated are shown in Figure 6-10. The load

resistor R L represents the input resistance of the amplifier, and C

includes all shunt capacities in the input circuit. The current-voltage

characteristics of these two devices are represented schen_atically in
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Schematic representation of operating circuits of the

photodiode and photoconductor detectors.

Figure 6-11 for various incident photon fluxes. The direction of the

arrow indicates increasing incident flux. The constant current equiv-

alent input circuits lot the two types oi detectors are shown in _-igure

6-12. They are identical except for the inclusion of the series resist-

ance R s in the diode circuit. R s is usually of the order of a few ohms

for 1_ost well made diodes and so is negligible except for extremely

high frequency operation. We shall therefore neglect it in comparison

with R L except when we are considering that particular case.

Currents flow in the detector circuits in response to the incident

photon fluxes. In the diode each generated electron-hole pair results

in the traversal of the external circuit by an elementary charge. For

the photoconductor, the generated free carriers contribute to the exter-

nal current only for a mean time T, their lifetinne. Lifetime effects

may reduce the response of a diode, but the fast diode can be designed

to minimize this effect. The constant current generators in the equiv-

alent circuits of Figure 6-1Z accordingly provide currents given by

icot
I = Ids + is(C0 ) = e 4 M(F B +iv L + Fs) + eN M F S(Co) eso
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Figure 6-11. Representative current-voltage characteristics of a

photodiode (upper) and a photoconductor (lower) for
various values of incident flux. Arrows indicate

directions of increasing photon flux, i.e.,

F2 > F1 > F o "

This expression is applicable to both the diode and the photoconductor

if we recall the following. In the ordinary diode the factor M is always

equal to unity; when an avalanche diode which provides internal gain

through impact ionization is used, M is the multiplication factor of the

diode. In the photoconductor, M = T/TR, where T is the lifetime of

the free carriers and Tp_ is their transit time (i. eo, the time required
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C :Rp IRL"

R RL

Figure 6-12. Constant current equivalent circuits of the photodiode

(upper} and photoconductor (lower).

for a free carrier to traverse the distance between'the contacts on the

device}. The quantity TI_ is given by L2/_V where L is the length of

the detector in the direction of current flow, _ is the mobility of the

free carriers, and V is the bias voltage applied across the detector.

We note for reference that V/L = E, where E is the electric field

intensity in the sample.

S(_0) is a frequency dependent term that gives the degradation Of

the detector response as a result of lifetime and carrier transport time

effects. Its form for the diode can be quite conaplicated, depending on

its detailed construction (Reference 12). However, it quite generally

indicates that the response drops at frequencies so large that _0T R > i.

For the photoconductor, where it results from the finite lifetime of the

carriers, it has the form S(c0) = (i + i¢0t)-l.

In addition to the currents, which are caused by photons incident

on the detector, internal currents may be present which would flow even
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if the detector were in a thermal equilibrium environment with no

external incident radiation. In diodes there will be the usual reverse

saturation currents and in some cases leakage currents around the

junction region. For the photoconductor, leakage currents are possible

under low background conditions where sample impedances would be

large. Thermally generated currents will appear if the detector

operating temperature is too high. Although such currents will not

affect the signal currents at frequency _, they must be considered as

possible sources of undesirable noise.

Noise at the signal frequency will arise from a number of sources

inthe detector and its associated circuitry. A basic noise source, over

which we have no possibility of control through circuit design or detector

fabrication techniques, is fluctuations in the photon-induced currents.

In the diode this noise is referred to as shot noise and in the photocon-

ductor as generation-recombination (g - r) noise. The mean power

spectrum for this noise can be represented by

for both structures. M n = 1 for the diode and 2(T/TI_ ) for the photo-

conductor. It should be noted that M n does not have the same values

for different types of detectors as does the factor M which was used in

the representation of the signal currents. Idc includes both internally

generated and photon generated currents.

A second type of noise whose effects can usually be minimized by

appropriate circuit design is the thermal equilibrium Nyquist noise

arising in the resistive components in the input circuits. When

extremely wide bandwidth operation is required, Nyquist noise usually

determines the performance limits of the detector.

In addition to these two unavoidable noises, practical detectors

and amplifiers exhibit excess noises that are difficult to control and

whose sources may not even be well understood. The i/f noises found

at low frequencies in almost all semiconductor devices are included in

this group, as are the excess noises arising in preamplifiers. Since
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i/f noise in the detectors can usually be made negligible above at least

a few kilocycles by proper fabrication techniques, this noise source

will be neglected in the following treatment. Excess noises arising in
the preamplifier will also be neglected for the sake of clarity.

With these considerations in mind, we are considering only shot,

generation-recombination, and Nyquist noise. The noise equivalent
circuit for the diode and the photoconductor is then that shown in

Figure 6-13. For this circuit the noise current power spectrum is
given simply by

zeldclsc_)Iz + 4kr/R
P

or more explicitly by

2 2e2rIMin (oo) = 2el.M1 n ]S(_°)12 + Mn(FB + FLo

+ Fso)Is(oo) [ 2 + 4kT/R
P

where the internal currents and the photon generated currents have

been written explicitly. F B represents the background photon flux.

We recall for convenience the significance of the M factors.

M = 1 diode

= 7/T R photoconductor

M = 1 diode
n

= 2 T/T R photoconductor

Note that the transit and recombination time factors affect the shot and

generation-recombination noise but not the ther_nal noise.

We next write the mean square signal and noise voltages appear-

ing across the load resistors R L in the equivalent circuits and com-

pare them to obtain the signal-to-noise ratio of the detector. The

results are

Q

8

p

Q
8

Q

0

Q

0

0
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Figure 6- 13. Noise equivalent circuit for the photodiode and photo-

concluctor- _R 2 Af represents excess noise arising in

the prea_plifier and has been neglected in the text.

Z
S = v (_)

s
1 2q2M2 2 2 2: IS( )IIz( )lSo

N : v : 2e[I i M + eqM +n n Mn(FB FLo

+ 4kT/Rpt Iz( )l 2 Af

z(_) : Rp (l + iwCRp) -1 where Rp : RRL(R +. RL). 1% is the

detector resistance; R L is the load resistor and C is the sum of all

shunt capacities in the input network. Af is a small frequency interval

centered around f = _0/2_, the signal frequency. The shunt capacity

C is the stun of detector capacity and circuit capacity. For diodes,

their own capacitance, even for very fast detectors, will usually he at

least several picofarads. For photoconductors, this capacitance is

predominantly that of the input circuitry.

One thing is already apparent from this set of equations and the

simple idealized equivalent circuits of Figure 6-10. In very high fre-

quency, wide bandwidth operation RL, the load resistance or equivalent

amplifier input resistance, will be small - of the order of 50[/. Except

for very poor detectors with large internal currents Ii, the thermal

noise term 4kT/Rp will be larger than the shot or g-r term. In this

condition the optimum signal-to-noise ratio results when inaximum

signal power transfer to the load takes place.
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The minimum detectable photon flux in this thermal-noise-limited

conditi_ is given for narrow bandwidths by

(8kT/Rp) 1/2
F - (mr)

so, min erlMS

i/z

If we take as the operating bandwidth the effective noise bandwidth as

determined from the impedance function Z(_) = Kp(l +i_l_ C) -l by• p
the relation

co

B = R-Zp/I z(_)[ z df -- (4RpC)
O

-1

then the minimum detectable photon flux in this bandwidth is

4(2kTc)l/ZB
F =

so, min erlM

and the detectivity for signals at optical frequency v is

1
D = e.,_._

hv
4(2kTc)l/ZB "

Fso, rain varies linearly with bandwidth.

Considering the other extrenae of low frequency, narrow band-

width operation, where l<p = (4BC) -I can be large, it is possible to

reach abandwidth region where the shot or g-r noise term dopninates.

For simple demodulation detection F L = 0 and, in the case of a good

detector for which the internal currents are negligible, the signal-to-

noise ratio will be given by
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2 2
S v rlMFS SO

N _ 4Mn(F B + Fso) Af
V

n

and the minimum detectable photon flux is given by

I 2M FBB Ii/2 1
F _ , n

so, rain TIM - h vD

which is seen to vary with the square root of the bandwidth B. The

transition from the low pass-band shot or g-r noise limited condition

to the thermal noise limited condition occurs when the shunt resistance

Rp has value

R
P

2kT

2

e TIM Mn(F B + F o)S

The pass-band at which the change from shot to thermal noise limited

performance takes place is

I
B ___

2

e TIMMn FB

8kTC

8 The goal of detector development is to depress the thermal noise

portion of the curve so that the shot or g-r noise determined minimum

detectable signal can be realized over any desired pass-band.

From the expressions for S and N given earlier, it is apparent

that if the signal term and the photon-generated current noise term
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could be amplified, we would obtain shot and g-r noise limited per-

formance for smaller values of Rp, i.e., over wider pass-bands B.

The techniques which have been suggested for accompli.shing this in

the case of incoherent detection include (i) high frequency parametric

amplification in the photodiode; (2) building diodes in which internal

gain is achieved by charge carrier multiplication caused by impact

ionization; (3) making the photocurrent gain ratio T/T R greater than 1

in photoconductor s.

Heterodyne operation of a detector provides a very effective

means of achieving shot and g-r noise limited performance and, when

sufficient local oscillator power can be applied, may even render back-

ground contributions to the noise negligible so that a signal fluctuation

limit is reached. The expression for the signal-to-noise ratio in this

case becomes

Q

8

i

S

N
Af {4eZqM Mn (FB + FLo)S2 + 4kT/Rp}

For FLo sufficiently large the only term of significance in the

denominator is

4e 2 M M S 2n FLo

a

Q
and S/N is simply

N

_MF
so

2M Af
n
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6. 5. Z Available Detector Performance

The purpose of this section is to review the performance of

available detectors of the types described in the preceding section.

The presentation is not detailed with respect to available specific

units, but attempts to cover broadly each particular class. A more

detailed review is reserved for subsequent studies.

Photoemissive Detectors

Since a number of special photoemissive devices designed for

operation in the microwave frequencies are discussed elsewhere in

this Section the following discussion will be devoted to presenting

more detail on regularly available photomultipliers at several availa-

ble laser wavelengths.

The following four wavelengths are particularly important in
O o

laser technology: 6328 A, 6943 A, 1.06 _, and i. 13 _. These are the

wavelengths of neon, ruby, neodymium, and neon lasers, respectively.

Table 6-Z contains quantum efficiencies and relative responsivities of

the pho_osurfaces S-i, -i0, -i7, and -20 at these important frequen-

cies. Clearly only the S-I surface is suitable for 1.06 and 1. 13

radiation, and the S-17 surface is inferior to the others at the two

shorter wavelengths.

A number of photomultiplier tubes are available with these sur-

faces. The responsivity and the noise equivalent input of the photo,nul-

tipliers are usually given in microalnperes per lumens: -"and in lumens

(Ref. LI). A test lamp of color temperature Z870°K is employed in

place of amonochromatic source to determine responsivity and NEP.

The data found in the literature may be converted so that responsivity

is expressed in microamperes per watt input and NEP in watt input

where the input radiation is that of the peak response. The conver-

sion is accomplished by making use of Engstrom's conversion factors

o

':_llumen = 1.496 x 10 -3 watts, at max visibility, k = 5560 A.
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k which take into account the entire spectral response of the photo-

detectors (Ref. 13). These factors are listed in Table 6-3. The

data in Table 6-4 are found in Ref. lI concerning the photomuitipliers

with S-I, S-10, and S-20 spectral responses.

For tubes of S-10 and S-20 spectral response the figures of

Table 6-4 may be converted to noise equivalent power at the peak of

the response by means of Engstromts factors. Then the noise equiva-

lent power for the relevant radiation may be obtained by making use

of the data of Table 6-2. In this manner the values of NEP were

calculated and are given in Table 6-5.

The absolute responsivity of a photomultiplier depends on the

voItages applied to its dynodes. The manufacturers usually state the

responsivity under specified conditions in microamperes per lumen,

the source of irradiation being a black body at 2870°K temperature.

To convert this responsivity into microamperes per watt illmnaination

for a monochromatic radiation it is necessary to divide by EngstromWs

k multiplied bg the relative responsivitv at the wavelength of the

monchromatic radiation. The absolute responsivityis of no impor-

tance in the detecting capabiiity of the photomultipl'ier; however,

it does influence the design of the amplifier which follows the photo-

multiplier. The calculation of the signal-to-noise ratio is based on

the NEP of Table 6-5 pIus the shot noise plus other noise that may be

entering the detector with the signal, including the noise due to signal

fluctuations.

Near lnfrared Photodiodes

As an indication of what could be achieved with semiconductor

photodiodes, the best currently available information concerning

dynamic resistance and D* for the materials most likely to be used in

the visible and near infrared has been added to Table 6-6. A word of

caution is necessary in using these numbers. The data reported are

from standard infrared detector evaluation procedures and so are with

load resistors that approximately match the dynamic impedance. In

broad-band envelope detection, thermal noise in the smaller loads
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Table 6- 3. Wavelengths of peak response

and Engstrom's factors.

Photo sur face

S-I

S-10

S-20

Wavelength of

Peak Response

8000

4500

4200

Engstrom's
Factor

93.9

508.0

428.0

Table 6- 4. Noise in photomultiplier
tubes.

Tribe

6217

7162

7265

7265

7326

7326

Spectral

Response

S-10

S-I

S-20

S-20

S-20

S-20

Noise Equivalent
lllumination

-Ii
4.0x i0 Im

-12
1.7x10 W

-13
7.5x i0 im

-13
1.0x i0 im

-12
l. gx i0 im

-13
3.0x I0 im

Temperature, °C

25

25

25

-80

25

-80

;:-"Im= [_rnens

6-48



l

J

Table 6- 5.
O O

NEP in one-cycle band at 6328 A and 6943 A

for several photon_ultipliers.

Tube

7102

6217

7265

7265

7326

7326

NEP, W-sec -1/2

6328 A

-12
3.0x i0

2.6 x 10 -13

-15
4.3xi0

-16
5.6xi0

-14
1.07x I0

-15
1.6xl0

6943 A

-12
2.1x10

-13
7.9x 10

-15
8.0x10

-16
I0.4 x i0

-14
2.0x i0

-15
3.2x i0

Temperature, °C

25

25

25

-80

25

-80

For X = 1.06 M the NEP of the 7102 tube is 5.9 x I0 -12

-li -i/2l_n_" _ = 1. 1% ,, it _._ 5. 7 w 10 W-.qec

W-sec
-I/2

required may severely degrade detectivity, as pointed out above. In

heterodyne operation, the listed detectivities may well be (exceeded)

in practice.

Also included in Table 6-6 is an estimate of the longest wave-

length kc at which a particular material may be used to produce fast

photodetectors. This limit is chosen, on the basis of transit time

considerations, as that wavelength for which the optical absorption

constant is i000 cm -I at the operating temperature of the diode. To

assure optilnum electrical characteristics, the material chosen should

have a k c close to (and greater than) the laser wavelength being used.

Fabrication of such a detector in an appropriate package may still be

difficult.

Photoparametric gain effects in diodes have been observed and

t4_ 15_ 16
reported in the literature and avalanche gain has been

reported in silicon and indium arsenide diodesl7_. 18_ 19

6-49



,---4

.i-,I

I-i

o
"0
0

.,-I

'-cl
0

0 .
,.c:
la.,

o

°r-I

tJ

I.i-i

0

..¢>

.,-I

b,
.r-I

u
o

"l:l

'-cI

il)
u
1:I

ill

llJ
I..i

u
°l.-I

Isl

,.d
I

,.c,

o
,,--I

[--t

o 0

:z; 'c:, -.o Z 'o ,o

II II II II

_3 _.,3

x

! O °

II II

x

I 0 ,

II II

la.,3

x
z _, _

,-'4 ,',,."4

II II

_4z

o _

IM

0

"_ x o-,

II II

3;

_ 0
,,..,i

_ o
I ,,,..t

_ 4
n II

_ 3

• • • . .

N 0

t.) O O co

_4"_"" m" m" m'" _

+_ %%% u
Z Z Z _

0

L9
.,

0

0

t9
,°

0

m

b

L9
°,

+

0

N

o 0

_4 _ x

iO

I _ I ,_1 o

0

_o x x

0 "_ t_

! I |

U

C _

oo,,i!a

0

0

Z

4_

o _._

m _

m_

0 "0 "_

_._

_u

I_0 0 i I

©
z,._ d

B

B

B

B

B

B

B

6-50



I

I

I

I

I

Detailed perfom_ance data are not yet available for these modes of

operation but significant improvements in detectivity have been

reported.

Extrinsic Photoconductors

The application of extrinsic photoconductors to laser systems is

at the present confined primarily to use with 10.6M lasers. The

materials' available for this spectral region and their properties are

discussed in the following paragraphs.

Five semiconductor materials can be considered for the detec-

tor in a i0.61_ laser system. These materials, with their charac-

teristic cutoff wavelength and maximum operating temperature, are

listed in Table 6-7. Spectral response curves and plots of the tem-

perature variation of detectivity for several of these materials are

shown in Figures 6-14 and 6-15, respectively.

Table 6- 7. Characteristics of semiconductor materials

for 10.6_ detector.

a T °Kb
Detector Material kl/2 _ max'

Ge :Au

Ge :_Ig

Ge:Cd

Ge:Cu

Cd Te
Hg i-x x

_9

14

22

28

12

70

40

25

18

77

aWavelength at which detectivity decreases to I/2 its peak value.

bTemperature at which detectivity decreases to I/N/-2 of its

maximum value.
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Figure 6-14. Monochromatic detectivity as a function of wavelength

for several extrinsic photoconductors. (a) Gold-doped

germanium. (b) Mercury-doped germanium. (c)

Copper-doped germanium.
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Figure 6-15. Blackbody detectivity as a function of temperature for

several extrinsic photoconductors. (a) Gold-doped
germanium. (b) Mercury-doped germanium. (c)

Copper-doped germanium.
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The first four semiconductor materials in Table 6-7 are

extrinsic (impurity} photoconductors. The acceptor impurity con-

1014 -3centrations for these materials are typically 2-3 x cm for

1015 -3 i016cadmium, 2-3 x cm for mercury and gold, and 1-2 x
-3

cm for copper. Above the critical temperature T carriers are
max'

produced by thermal ionization of these impurity centers and carrier

concentration increases exponentially with temperature. Below this

critical temperature the concentration of carriers in the semiconduc-

tor is determined by the magnitude of the background radiation, and

the detector is defined as operating in the background limited photo-

conductivity (BLIP} condition. The upper limit of detectivity (D*)

is set by the level of background radiation on the detector and the

quantum efficiency. Above the critical temperature in the region of

thermal ionization, the detectivity decreases exponentially with

temper ature.

Of the three extrinsic materials listed in Table 6-7, Ge:Cuis

preferred for many applications for the following reasons:

I. G e:Cu is the easiest to prepare since the copper is

" by '" ............ C

very high diffusion coefficient in germanium. Ge:Hg

and Ge:Cd are prepared by horizontal zone leveling

under a high vapor pressure of the constituent irnpurity.

E. The higher impurity concentrations possible in Ge:Cu

produce a high absorption coefficient and permit higher

quantum efficiencies in a smaller sample thickness.

3. In general, Ge:Cu detector samples exhibit a lower

resistance than either Ge:Hg or Ge:Cd. This factor is

a distinct advantage in designing a detector for very

high frequencies where a low I_C time constant is

mandatory.

The chief disadvantage of the copper-doped ger_anium detector

is the requirement for a very low operating temperature, i.e., liquid

helium cooling. In closed cycle cooling a two-stage Stirling cycle

cooler is necessary. The mercury-doped germanium detector has the
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major advantage of operation at temperatures up to about twice the

absolute maximum temperature allowed for Ge'Cu. From the practi-

cal point of view, operation at liquid hydrogen and liquid neon temper-

ature, as well as liquid helium, represents a distinct advantage. The

use of single stage Stirling cycle refrigeration is an additional advan-

tage when closed cycle cooling is desired. Ge:Au operates at the

highest temperature of all the extrinsic photoconductors and can even

be used at 77°I< (liquid nitrogen). However, at this temperature its

detectivity is a factor of two less than its peak value. Also, its

detectivity at 10 b is two orders of magnitude less than its peak value.

As will be described in the performance analysis below, increased

local oscillator power may overcome some of these problems in

heterodyne operation. Therefore, there may be some systems, in

which cooling requirements are severe, where this material may be

worth considering.

The last material listed in Table 6-7 (Hgl-xCdxTe) is an

intrinsic semiconductor. This material currently is just emerging

from the status of a laboratory curiosity. The yield of good material

with proper composition and purity has been very low, but research

efforts at this laboratory and other laboratories are gradually

solving some of these problems. As technology advances and the yield

improves, this particular material offers great promise for operation

to 12_ at liquid nitrogen temperature (77°K).
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7.0 OPTICAL MODULATORS

7. i INTRODUCTION

Laser Modulation is accomplished by passing the beam through

an optically-transmissive medium in which one or more of the optical

transmission parameters is varied by the application of a modulating

field. The interaction of the laser beam and the modulating field in the

presence of an optically nonlinear medium makes it possible to achieve

a wide variety of types of optical modulation, including intensity, fre-

quency, phase, and polarization.

The advent of lasers has motivated extensive research and

development in optical modulation. Rather primitive devices pres-

ently are available for obtaining all forms of modulation of visible

lasers. Most of these devices are based on the use of the electro-

optic effect in crystals. The best immediately available techniques for

modulating IR lasers (beyond about I. 5 microns) involve the use of

elasto-optic, or acoustic effects.

ing visible and IR optical modulators may be misleading to the

designer of future laser systems for space applications because the

relevant technology is in a constant state of flux and probably will con-

tinue to be for at least several years. The discovery and perfection of

nonlinear optical materials and the invention and perfection of modula-

tion interaction structures and devices will lead to continuing improve-

ment in performance and reduction of burdens.

At present, electro-optic modulators for lasers which operate in

the wave length range between about 0.4 and I. 5 microns can provide

information bandwidths larger than the maximum believed to be

required by space optical communication and tracking systems (i.e. ,

I00 WIc of bandwidth). The burdens of weight and modulator driving

power, however, leave much to be desired. The problems associated

with handling very high laser beam powers also have not yet been stud-

ied, and may present some additional difficulties. However, advances

both in the synthesis of better electro-optic materials, and in the
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design of modulator structures will provide optical modulators suitable

for space communications systems within the next few years. It is

difficult to predict the time schedule for the availability of new

electro-optic crystals. Notwithstanding such uncertainties, electro-

optic materials capable of operating in the IiK region out to i0 microns
have a good chance of becoming available.

In the meantime, it is necessary to intensify existing research in

acoustic and other means for modulating IIK lasers above 1.5 microns.

Present acoustic materials and techniques have serious limitations in

achieving the larger information bandwidths that may be required

(i. e. , in extending present bandwidths of 1 to 5 Mc, up to I00 Mc).

Other physical processes which may be useful for optical modu-

lation, such as controllable photon absorption in solid-state materials,

and magneto-optics, either are not very promising, or are in too early

a state of research to accurately evaluate their potential usefulness.

These introductory remarks on optical modulation have been

addressed exclusively to the final modulation process of impressing

the information on the optical carrier. It should be pointed out that

tl_ere may De very gooa reasons for zmpresszng _ne sz_nal znforma_zon

on a radio-frequency sub-carrier, prior to performing the final optical

modulation. All of the conventional modulation techniques may be uti-

lized in the preliminary step. This will eliminate the necessity for

impressing video or very low frequency modulation components on the ,

laser beam. The elimination of low frequency components on the opti-

cal signal may provide important advantages both in the ease of design

and driving of optical modulators, and in achieving satisfactory trans-

mission through the earth's atmosphere. The latter factor is men-

tioned even though it is not yet certain that it will be either feasible or

desirable to include the earth's atmosphere in the optical part of a

space-earth !ink.

Finally, it should be pointed out that research and development

remain to be done before the technology will exist to provide optical

modulators with fully acceptable performance and burdens for space

communication and tracking systems. The prograrns now in progress,
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if continued, may accomplish the desired results. This is in an area,

however, which needs additional direction and support in order to

assure that the results will be forthcoming on a suitable schedule.

The Electro-Optic Effect

Certain crystalline materials exhibit the property of induced

birefringence when subjected to an electric field. If such a crystal is

properly oriented between crossed polarizers in the path of a colli-

mated monochromatic beam of light, an applied electric field will

cause the incident plane-polarized beam to emerge elliptically polar-

ized in general, and some of this light will thus pass through the sec-

ond polarizer (analyzer). The axes of induced birefringence lie in a

plane transverse to the beam direction and are oriented at ±45 ° rela'

rive to the electric vector of the incident polarized light. It is shown

in the following paragraphs that the intensity I of the beam passed by

the analyzer, relative to the incident intensity Io, is given by

2F
I -- I sin -5-. (7-I)

1_ is the relative optical phase retardation of the principal beam com-

ponents along the fast and slow axes of induced birefringence, and is

given explicitly by

F = _ (N - Nx)Y

F

N
x

N
Y

where

- length of crystal traversed by beam

-- optical wavelength

_= refractive index of fast axis

= refractive index of slow axis.

Most currently available electro-optic crystals possess a first-

order (Pockels) effect in which the induced birefringence is linearly

proportional to the applied field. For this class
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N -N = N 3rE
y x o m

where

N -_-
o

r --

E -
m

refractive index with zero applied field

appropriate Pockels coefficient

applied electric field.

Thus

2_N 3r E

r-- O m
× (7-z)

A derivation of (7-I) follows.

Consider a vertically polarized light beam which traverses an

electro-optic birefrSngent element followed by a horizontal polarizer

(analyzer). The principal axes of birefringence x, y are oriented at

45 ° relative to the electric vector of the incident polarized beam. At

the front surface of the wave plate, the vertical and horizontal compo-

D_Dt_ nfthe ha_m may he represented by

The principal components in the x, y frame are

_x = _1 _cos_t, _y- %FZ1 _coso_t .

After traversing the wave plate, these components are out of phase by

an amount r and, except for a common phase factor, are represented

by

assuming x to be the fast axis. The analyzer passes only the horizon-

tal component of this beam. Thus the transmitted component is

_h = 1_ {cos (_ot + _)- cos <cot- _)} =- _ sin cot sin F__Z '
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and its intensity I relative to that of the incident beam I
O

is therefore

I = I sin 2--F
o Z " {7-I)

In narrow band intensity modulation with sine wave rf drive,

minimum harmonic distortion is achieved by biasing the incident beam

with a quarter-wave plate to give circular polarization. In this case

w
F - ": + F sin_o t .

0 m

We obtain

, ,[, ]1% = _ + sin (F ° sinw t) = _ i + Z31 (Fo) sinm m

+ ZJ 3 (Fo) sin 3_mt + ...] . (7-3)

IT

When I-" _< 6 = O. 5, eqo (7-3) can be written in the approximate form

' ' [, ]T- = _ + Fo sin_0m t .
0

_..T_,_:_...o....._o_-- F = rn, _ u_u_ de-_g_a_un of modulation index for
O

intensity-modulated waves. More generally, however, there is a

modulation index m i = 2Ji(Fo) for the fundamental and higher harmon-

ics. For convenien6e, we list below some values of m. for a selected
1

range of F o.

l

b
I

F o m I m 3

0. Z5 0.Z48 0. 001

0.50 0. 485 0. 005

=/4 0. 726 0. 019

I. 00 0. 880 0. 039

I. 25 i. 0Zl 0. 074

| ir/2 I. 134 0. 138

These figures show that if an attempt is made to achieve i00°/0 modula-

tion (F = it/Z), the modulated wave contains almost 14_/, second har-

monic power. More significantly, since the driver power is
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2
proportional to Fo ' it takes four times as much power to achieve
I00%0modulation as it does to achieve about 73% modulation (F = _/4),

o

and nine times as much as that for 50% modulation (F _- _/6). Note

also that this last depth of modulation introduces only about I/Z% sec-

ond harmonic distortion.

The optical modulator used as an example for the present dis-

cussion employs KDP as the active electro-optic element. Table 7-I

shows the apl_ropriate physical constants of this material. Reference

numbers are shown in brackets.

The values of r63, c, and tan 5 apply'in the neighborhood of 150

Mc. The Po_zkels constant is the "clamped" (zero-strain) value and is
1

believed to be constant in the range of 0 to 500 Mc. Variation of the

dielectric constant over this same frequency range is slight. The

temperature coefficient of natural birefringence k is defined by the

equation

AF_
2TrJ_

kA®
k

where AI" represents the change in relative phase shift between ordi-

nary and extraordinary rays in a lengtl_ L oi crystal as a result of a
2

change of temperature A®.

Table 7-1. Optical and electrical constants of KDP.

Pockels constant r63, m/V

Ordinary refractive index N
o

Extraordinary refractive
index N

e

Temperature coefficient of

natureLl birefringence k, °C-i

Dielectric constant e, F/m

Loss tangent, tan 5

10. Z x 10-1Z [7-1]

I. SlOO[7-z]

i. 4684 [7-2]

i. I x lO-s [7-3]

i. 79 x lO-l° [7-4]

_ lO-4 [7-4]

Q

II
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Retardation in Various Electro-optic Materials

The general form of the relative phase retardation F is

27r_
r - (n'

k y

where g is the length of the crystal traversed by the light beam, k is

the free space wavelength and n' and n' are the principal refractive
y x

indices of the induced birefringent element. The explicit relations for

the various electro-optic materials are:

Class 42m

F = 21rl 3
T n Eo r63

where no is the ordinary refractive index, r63 is the electro-optic

coefficient, and E is the applied field. For KDP,

n = 147
0

r,_ = 1.05 x 10 -9 cm/volt

Class 43 m

2_I 3 _-r4F - k no I
E

For HMTA,

n = 1.59
O

-10
r41 = 4. 18 x 10

For CuC I,

n = 1.93
0

-I0

r41 = 6.14 x !0

cm/volt

cm/volt
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Class n_3m

F= _I 3(1 I 2 ) ,2E2k no gll--_g12 +3-g44

where gll' gl2' g44 are the quadratic electro-optic coefficients in the

cubic axes system and e' is the permittivity.

For KTN,

_,2 = 3. 37 x i0 -II (cm/volt) 2(i 1 )gll - _glZ +_g44

Kerr Fluids

F = Z_BIE 2

where B is the Kerr constant.

For nitrobenzene,

B = 3.3 x l0 -10 cm/volt 2

Design of Intensity Modulators

using KDP and its isomorphs is that which applies the modulating sig-

nal field along the crystalline Z-axis (optic axis). If it is desired to

avoid the natural birefringence and at the same time realize maximum

electro-optic phase retardation, the light beam must also travel paral-

lel to the Z-axis. Under the influence of a positive signal field, the

principal axes of induced birefringence in the X-Y plane lies at +45 °

relative to the crystalline axes, with the X-axis being the fast axis,

i.e., N < N . In KDP-type crystals
x y

N = N 1 N 3r 6 N = N + 1 3r63E mx o - _ o 3Era ' y o _- N o (7-4)

so that (7-Z) is applicable when r = r63. The field strength E

terms of the voltage V is, however, E = V /_, and (7-Z)
m m m

becomes

in
Ixl

3

2=N o r63V m
(7-5)
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The output phase difference, F, of optical components polarized along

the X and Y axes, is therefore independent of the length of the crystal.

To reach the maxin_um I_(= _) in KDP, for light of wavelength
o

k = 63Z8 A, requires a signal voltage V = 9.8 kV which is obvi-
m

ously much too high for practical operation.

We shall discuss two types of modulators which are designed to

circumvent the above limitation. Both systems provide a long interac-

tion length with modulating fields sufficiently strong to yield ample

modulation depth at low levels of driving power.

Standing Wave or Video Intensity Modulators. The first modulator is a

multielement device consisting of a linear chain of small Z-cut KDP

crystals separated by thin, flat ring electrodes. This is shown sche-

matically in Figure 7-I. Similar modulators have already been con-

structed and operated successfully in the Hughes Research Labora-

tories. Figure 7-Z is a photograph of one such unit containing 16

elements. Alternate electrodes carry common signal voltage polarity;

therefore, adiacent crystal elements have ODDosin_ fields. Since

according to (7-4) the fast and slow axes of induced birefringence

exchange roles upon reversal of the field, alternate crystal elements

are rotated 90 ° about their common Z-axis, so that the instantaneous

fast and slow axes all have a common direction throughout the chain.

The effect of this arrangement is to produce a cumulative phase shift

between x and y components of the light beam which is the sum of the

separate elemental phase shifts. By the same token, the driving volt-

age required to produce a given total phase shift is I/n times the volt-

age needed to produce the same phase shift in a single element, where

n is the number of elements.

The second, or alternative, modulator design has quite a differ-

3
ent configuration. It consists of two long, narrow, parallel-strip

condensers filled with KDP. These are made as nearly identical as

possible and are oriented in tandem along the optical beam axis. The

electric fields are applied as before along the crystalline optic axis;

however, this direction is now transverse to the beam, and natural

7-9
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Figure 7-I. Multielement optical modulator.

ANALYZER

F: "_i: ...... L:

t t
t

!. !

Figure 7-2. Sixteen-element KDP crystal modulator.

birefringcnce must be taken into account. The purpose of having two

similar units is to effect a cancellation of this natural birefringence by

rotating the second unit 90 ° relative to the first. Maximum optical

phase shift is achieved if the X-axis of induced birefringence in the

first unit is directed transverse to the beam and parallel to the plane

of the electrodes, and if the Y-axis in the second unit is similarly ori-

ented. The incident light bea1_ is plane polarized at 45 ° to the first

X-axis. Figure 7-3 illustrates schematically this modulator system.

A simplification in the design of this configuration can be made which

allows the use of a single strip line. The two crystal elements are
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aligned with their Z-axes parallel and are separated by a),/2 plate,

which is the optical equivalent of the original 90 ° rotation.

The optical phase shift F produced by this type of modulator is

2_ { No3 r +At 1 (7-6,F - k L 63Em (N e - No)

in which I is the average value of the separate crystal lengths and zxl

is their lengtll difference. A derivation of (7-6) is given below. An
Z

optical compensator, as shown in Figure 7-3, can be incorporated

into the modulator and adjusted to cancel out the residual birefringence

resulting from A_. Neglecting temperature effects for the moment,

we may write the signal-dependent expression for r as

2_LNo3r 6
F = 3Vm

),t (7-7,

where again V m is the signal voltage amplitude and t is the electrode,

or plate, separation. Equation (7-7) is the same as (7-5, except for

the factor lit. Such an enhancement of the field strength is a cogent

reason for conslaerlng rnls iorm of moduiaLur.

We shall analyze the resulting optical phase shift developed with

the configuration illustrated in Figure 7-3, taking account of a slight

difference in the lengths of crystal in the two elements. The incident

laser beam is polarized at 45 ° to the X- or fast-axis of the first ele-

ment and to the Y-axis of the second element.

Let

Cv

Ch

1
1

1 2

1

----total phase retardation of vertical beam component

--_ total phase retardation of horizontal beam component

-- length of first modulator crystal

-- length of second modulator crystal

= ilz(1 i + I z)

= I -I
1 2"
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Then

_v : T (11Nz + _zNy )

+h : T(_l N + _x 2Nz )'

and

p = _v_ _ph 2rr { }= T _2 N - _INx + (_ -y 1 _z)Nz "

Using (7-4) and Nz : Ne, we have

I-'= 2w (_lNo3r + A_ -No)J _,T 63Era (Ne (7-6)

The temperature dependence of the static birefringence is con-

tained in the second member of (7-6). Applying (7-3) with _ replaced

by AI, we obtain

AP
_ 2_A_. k .

A® k

With the KDP value of k from Table 7-I, this gives

AY" = 109 AI rad/°C (A_ in meters).
A®

No technological difficulty is anticipated in achieving a AI considerably

less than 0. i0 mm. Thus we can assume

< 0.01 rad/°G"--
m

TravelingWave Intensity Modulator. An optical intensity modulator is

the first cousin of the phase modulator which is directly adaptable to

intensity modulation by suitable choice of input polarization and inclu-

sion of a linear polarizing analyzer at the output. Moreover all the

advantages possessed by traveling wave structures for broadband

phase modulation at microwave frequencies apply with equal force to

broadband intensity modulation.

Figure 7-4 illustrates the basic configuration of a strip line

traveling-wave optical intensity modulator using a cubic crystal of
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MUST BE EQUAL I_

!1X/4 PLATE

w
DIRECTION OF BEAM

Figure 7-4. Strip-line traveling-wave

modulator configuration. !

43m, such as cuprous chloride. We have chosen this crystal type for

illustration as representing the ideal, since natural birefrigence is

absent, although it must be remembered that CuCI and other similar

electro-optic crystals are difficult to come by.

The indicated orientation of the crystalline axes represents the

optimum configuration in the intensity-modulation mode of operation.

The incident vertically-polarized laser beam is transformed by a

quarter-wave plate into circular polarization in order to set the proper

optical bias for best linear operation. ]3y the action of a vertical mod-

ulation field along the [II0] direction, the original circular polarization

i

I

!

!

|

l
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is rendered elliptical. That part of the beam which emerges from the

vertically-oriented analyzer exhibits the desired intensity modulation

according to the impressed signal. It can be shown that the transmit-

ted light intensity I, relative to the laser intensity Io, is

I = i/2 I (i + sin F)
O

where Fis the relative optical phase shift of the two principal beam

components within the crystal. For a CW modulation signal r" = r"
O

sin w t and if r" __ .5 rad., we may let sin r" _ r', so that
m o

I = I/2 1° (I + Fo sin Wmt )

Thus F represents the usual modulation index m.
o

The KDP phase modulator can also be used as an amplitude mod-
4

ulator provided a suitable optical compensator is added to the system

to counteract the natural birefringence. This compensator could for

.... - . .

exaHlpie replace Wile quarter-wave pia_e. Tile lnlLtal llicidenL beaHt and

final analyzer should be oriented at 45 ° to the vertical.

.k disadvantage of this scheme is that the naturaI birefringence of

ADP and KDP is temperature dependent. Thus small fluctuations in

the crystal temperature wouid cause a variation in the optical bias and

result in distortion of the output. This problem can, however, be

largely overcome by using two identical modulators in tandem and

rotated 90 ° with respect to each other. If the [li0] direction in the

second modulator crystal is oriented in the transverse plane and paral-

lel to the strips, the naturaI birefringence is cancelled. Of course,

care must be taken to maintain a common temperature in each unit.
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Dielectric Power Absorption and Modulation Efficiency. The power

absorption per unit volume of a dielectric upon which an electric field

E is impressed is given by

2
E

p = o- --
2

where 0-is the dielectric conductivity, 0-is defined as the product of

the angular frequency _0 and the loss factor E" of the material. The

loss tangent of the material is defined by the relation

E II

tan 8 = --
E l

where E' is the real part of the permittivity of the material. The total

power, P, absorbed by a dielectric with cross-sectional area, A, and

length, I, is then

._ = -- we' r_. .oJ.l Lan 6
2

The modulation efficiency is defined as the ratio of the sideband

power at the output to the carrier power at the input. It can be seen

from the foregoing analysis that the normalized amplitude of the first

order sideband is either sin (F/2)(43 m and m3m materials)or _/2Jl (F/2)

(4Z m crystals). For the practical case of

rl-'<<_r, sin_- = _-2 Jl = 2-"

The modulation efficiency m is then
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Design of Frequency Modulators

L_ practice a laser heterodyne, communication link normally

employs two identical lasers, one being translated in frequency.

Either could be used as the local oscillator, with the other serving as

transmitter carrier. Optical frequency translation can be affected by

several techniques.

One method of optical frequency translation for SSBSC operation

is the electro-optic rotating birefringent plate. 5, 6 In some forms, this

instrument is capable of completely transforming a circularly polar-

ized light beam into a beam of the opposite polarity and shifted in

frequency by twice the frequency of rotation of the Wave plate. More

generally, however, only a portion of the original beam is thus shifted,

and suppression of the carrier is affected by a circular polarizer.

Cubic crystals of symmetry, class 4-3m and m3m, when driven by a

rotating electric field in their (I ll) crystal plane, exhibit a true

rotating birefringence in that plane, and thus produce frequency trans-

lation of a beam of light traveling along the [ II i] direction. The most

..... 1 .... ..,1 --^--A.'I ...... .11^"k1^ ^1^^4- ...... 4-.:" ...... ,1-_1_ _.g ^1^_ "A"'I ^.o^1..

as KDP, do not have the above property; and thus an alternate technique

is used with them. 7, 8, 9, 10 Two crystals are oriented in tandem

along the optic beam and driven in phase quadrature. These elements

are oriented with their principal axes of induced birefringence at

an angle of 45 ° with respect to each other. For incident circularly-

polarized light this arrangement simulates a rotating birefringent plate,

producing a component of circular polarization of the opposite sense and

shifted by the signal frequency.

The chief advantage of the rotating wave plate method is its

versatility in allowing simultaneous frequency translation and ampli-

tude, frequency, or FSK modulation of the shifted carrier. The two

basic types reviewed briefly here will be discussed more fully in the

following pages. A detailed mathematical analysis of rotating bire-

fringent elements is given.
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Single-Element Frequency Modulators. The one-element SSBSC

modulator constitutes a true rotating birefringent element which

serves the function of optical frequency translation by adding a con-

stant rate of change of phase to awave of given input frequency. It is

thus the optical analog of the conventional microwave phase shifter

which utilizes a mechanically rotated birefringent half-wave plate.

To realize such an optical device requires in practice the use of

electro-optic crystals of special symmetry classes" either 4--3m, such

as cuprous chloride, zinc sulfide, and hexamine (HMTA), or m3m,

such as KTa0. 65 Nb0. 35 03 {KTN) or other similar perovskites

operating in their paraelectric phase. The first class possesses a

first order electro-optic (Pockels) effect, the second, a quadratic

{Kerr) effect. In both cases the crystals are driven by an electric

field rotating in the crystalline (iii) plane, while the optical beam,

circularly-polarized, travels through in the [111] direction. Under

the influence of a signal frequency f rotating, say, clockwise, the
rn

induced axes of birefringence of the m3rn type rotate with the field at

freauencv f . while those of the 4"-3m type rotate counterclockwise at
J._A

a frequency I/2 f Since, as noted previously, the optical beam
m"

undergoes a frequency translation equal to twice the rotation rate of

the wave plate, this shift can equal either f or Zf depending upon
m rfl

the class of crystal employed. In either case, if the amplitude of the

applied signal voltage is sufficient to produce a full half-wave of

induced birefringence, the optical frequency translation is complete.

Unfortunately crystals of the type mentioned above are difficult

to synthesize in large sizes and of high optical quality, so that con-

struction of single-element SSBSC modulators is limited and difficult.

For this reason, we discuss an alternative device in the following

section which employs the more readily available material EDP or its

isomorphs, in a two-element simulated rotating wave plate. We indi-

cate, however, in Figures 7-5 and 7-6, respectively, the low-

frequency and microwave schematics of a one-element device.
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Figure 7-5. Low frequency one-element

optical frequency translator.

RESONANT
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Eo COS 2 _' fmt \ RID(; ED
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CRYSTAL Eo SIN 2 w| m t /

Figure 7-6. A possible microwave optical

frequency translator.

Double-Element Frequency Modulators. The necessity of employing

the two-element modulator for optical frequency translation is dictated

mainly by the crystal characteristics of the more readily available and

high quality materials of class -42m, such as potassium dihydrogen

phosphate (KDP) and its isomorphs.
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Because this type is naturally birefringent, it is customary to

orient the light beam along the optic axis, in order to avoid this
.t.
-t.

unwanted birefringence in the absence of modulating signal . For

optimum electro-optic effect it is also necessary to apply the signal

field along the c-axis; thus the beam and signal field are parallel.

V_rith this configuration the induced axes of birefringence lie in the

(001) plane at a fixed orientation of 45 ° relative to the a and b axes,

exchanging roles of "fast" and "slow" axis upon reversal of the signal

field.

The action of a simulated rotating birefringent plate is provided

by orienting two identical crystal elements in tandem along the beam

axis and so oriented relative to each other that the corresponding a and

b axes (or equivalently the induced principal axes) lie at 45 ° with

respect to each other. The modulating signal is applied to the two

elements in phase quadrature. This configuration behaves like a

single wave plate rotating at half the frequency of the applied signal,

so that the optical frequency is translated by an amount equal to that of

the signal. Figure 7-7 illustrates this particular system under low

fre_,,_cv operation. At microwave _reauencies. the simole caDac_ta-

tire electrodes and associated circuit is normally replaced by suitable

reentrant or cylindrical cavities. In some cases the crystals are

driven in phase but separated by a distance equal to a quarter of a

signal wavelength so that the optical photons automatically expe rience _

the quadrature driving fields by virtue of their transmit time.

It is shown in a later paragraph entitled Analysis of Frequency

Modulators that complete disappearance of the carrier occurs not at

half-wave voltage when the optical relative phase retardation F is v/2
O

but rather when Jo (Fo/_-2) = o or when F = 3.40. Here J is theo O

Bessel Function of zero order. Also, in addition to the first order

single sideband, an upper and lower second-order sideband are

g

l
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I

I
g

i
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II

g

!

_"A traveling wave modulator, described elsewhere, operates

with light beam perpendicular to the optic axis but has built-in cancel-

lation of natural birefringence.
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Figure 7-7. Two element KDP optical frequency
translator for SSBSC modulator.

generated; also a single third-order single sideband, etc. The optical

amplitude of these sidebands are proportional totheir respective Bessel

Functions of the argumant 1_ /_-2.
O

T_4- e_

and translation of optica_ laser beams have recentl_ been reported

which employ electro-optic modulators mounted within the Fabry-

Perot resonant structure of the laser. Two such devices which per"

form quite different operations will be discussed here briefly.

11
The first system, illustrated in Figure 7-8 is basically an

SSBSC modulator and is related to the two-element scheme described

in previous paragraph. The basic components of this system consist of

a Nickol prism or its equivalent, an electro-optic modulator, a k/8

wave plate, and a highly-reflective mirror. In Figure 7-8 the

Brewster window of the laser serves as the Nickol prism.

Operation of this configuration is as follows: The vertically-

polarized laser beam traverses the modulator whose induced axes of

birefringence lie at 45 ° to the vertical. The beam then passes through

the eighth-wave plate and is reflected from the end mirror, located a

distance kin/8 from the center of the modulator, where km is the

7 -Zl
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Figure 7-8. Internal SSBSC modulator.

free-space wavelength of the modulating signal. The return beam

after traversing the k/8 plate and modulator now contains a horizontal

component shifted in frequency by fm' and part of this is reflected out

of the laser by the Brewster window. The double pass through the

eighth-wave plate has the effect of rotating the modulator through 45 °

for the return beam, and the round-trip photon transit time between

modulator and mirror provides the 90 ° phase shift of the modulating

s ignal.

This system can be used outside the laser as well, provided a

real Nickol prism and additional reflector are used. In either con-

figuration, the amplitude of the extracted beam is proportional to

J1 (Y'/_/-2), as with the previous two-element modulator.
%2

The second type of internal device 12 is simply an electro-optic

modulator, oriented for pure phase modulation; i.e. , the principal

induced birefringent axis is parallel to the vertical polarization of the

laser mode. When the modulation frequency is adjusted to be approxi-

matelylbut not exactly equal to the laser axial mode spacing, the laser

modes can be made to oscillate with FM phases and nearly Bessel

Function amplitudes. Thus the output is forced into the state of a

frequency-modulated optical signal which is swept over the entire

Doppler line-width at the modulation frequency.
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This scheme promises to have valuable applications in some

communication systems, but it appears to have a limited information

bandwidth capability.

It should be pointed out that internal modulation schemes result

in a compromise in laser design which may deleteriously effect the

communication system. The mode selection problem becomes n]ore

severe and the laser output power is necessarily reduced because the

reflection at the output mirror must be increased to compensate for

the losses introduced into the cavity by the modulator.

Analysis of Frequency Modulators. The effect of various optical

elements upon a collimated monochromatic light beam of known initial

polarization can be conveniently analyzed by means of an operator

calculus in which the electric vector of the light is represented by a

two-element column matrix

($)E = e

m 1

M = m3 mZ

The components X and Y are in general complex and completely

define the state of polarization of the light in terms of some chosen

space system of axes x, y normal to the direction of light propagation.

The four components of M are likewise in general complex. Upon

passing through a given optical element, the light vector undergoes a

linear transformation symbolized by

E = ME 0

The optical element may be a birefringent plate, an anisotropic

absorber, or a rotator. If more than one optical element is present in

the system, the resultant M is simply a matrix product,

7 -Z3



M = Mn Mn_l ...... M2M1

of the individual element matrices M.. The elenaents are numbered in

the order in which the beam traverses them° This section is con-

cerned only with birefringent plates, static and induced, and with

anisotropic absorbers {polarizers or analyzers}.

Explicit expressions for the M matrices will depend upon the

coordinate axes chosen as well as upon the physical properties of the

associated optical element. A birefringent plate, for example, whose

principal axes of retardation coincide with the space-fixed x, y axes

takes the form

i T
e 0

-i
0 e

where ¢ is the relative phase retardation angle and the x-axis is

assumed to be the fast axis. If the plate is so oriented that its

_^-I_.-_1 . ..... _ _1.^ ..... _1^ _ ..,.',_-1.. ,'-1._^ _ ...... "__.:_ ,_1..__. ".. ,_ .....

of the space-fixed system

(cos0  )(cos0s n0)
xsin 0 cos 0 e x-sin 0 cos 0

i 2 -i-_ i_ -i_ \

2 2 2 2 2 2 )e cos O +e sin 0 e cosOsinO-e cosOsinO

t2_ -i9- _T 2,, 2 2_• ¢ -i_
e cos 0sin0-e 2cos0sih0 e sin _+e cos

In the case of a uniformly rotating birefringent plate, 0 is a linear

function of time.

Applying the operator M of the general birefringent plate given

above to the electric field vector of, say, left-circularly-polarized

incident light, we obtain for the emergent light vector
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+g
whence

or

E = ME 0

1
X -

icot= (M) e

\47/

t F Fi cos _-- sin _- e

l F 1-"Y = 4 cos _-- i sin _-e

-2iO t

-2iO /

g 1

E = -- /

'lg Ey
lib

Tr i(_ot 20) ;r i(o,t+ _) r
cos -2 e - sin _-e

?r

r i_t r i(_t-v.0+_)
cos _-e - sin ]--e

g
I,

g

g

where Y is the induced relative phase retardation or birefringence.

The emergent beam thus consists of two parts: the original left-

circularly-polarized beam of amplitude cos F/Z with frequency c0/Z1r,

and a right-circularly-polarized component of amplitude sin F/2 with

frequency I/2Tr(¢0-2 d 0/dr).

Cubic crystals of symmetry class 43rn, such as CuCI, Zns, and

HMTA, exhibit a first order electro-optic effect. Under the influence

of a signal field rotating at frequency ¢0mn/2_r in the (iii) crystallo-

graphic plane, these materials act as true rotating birefringent plates.

If the signal voltage components are given by

V = V 0 cos w t V = V 0 sin ¢o t,x m y m

corresponding to counter-clockwise rotation of the impressed field,

then it can be shown that the principal axes of the optical indicatrix

rotate clockwise in this plane at an angular velocity d0/dt = -i/2 co
m"
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Thus an incident left-circularly-polarized beam entering the crystal

along the (IIi ) axis will, upon emerging, contain a right-circularly-

polarized upper sideband at frequency I/2Tr (co+ 0_m).

Cubic crystals of class m3m, such as KTK, show only a second

order electro-optic effect. Itturns out that with an applied field in the

(lll) plane, the fast axis (x-axis) of the optical indicatrix in this plane

is always parallel to the applied field regardless of its direction.

Therefore, a rotating signal field will give rise to a birefringent plate

rotating in the same direction at the same frequency. If again we

choose

V x = V 0 cos C0mt Vy = V 0 sin C0mt,

then a Ieft-circularly-polarized beam incident along the (111 ) direction

wii1 emerge containing a right-circular lower sideband at frequency

1/ZTr (co - 2_m). Moreover it is apparent that the signal frequency has

been doubled. It is aiso apparent that in both crystal systems just

described, an upper or lower sideband can be chosen at will by

Properly phasing the components of the signal voltage.

Another important type oi electro-optic crystal zs mat belonging

to the symmetry cIass 42 m, most familiar among which are NDP and

ADP. These crystals are naturallybirefringent, possess a first-order

electro-optic effect, and for maximum sensitivity must be operated

with applied field parallel to the traversing light beam and parallel to

the crystallographic c-axis (optic axis). In this case the induced

principal axes of the optical indicatrix in the x-y plane lie at a con-

stant angle of 45 degrees relative to the crystallographic x and y axes.

For this reason, a true rotating birefringent plate cannot be realized,

and a different approach is used which provides an "effective" rotating

plate. The technique employs two identical crystals in tandem, one

being rotated about the c-axis 45 degrees relative to the other. Signal

voltages of equal amplitude are impressed along the c-axes in phase

quad r ature.

Let crystal No. 1 be oriented with its crystalIographic x-axis

parallel to the space x-axis, and let crystal No. 2 be rotated clockwise

7 -26
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1

45 degrees so that its induced principal x-axis is along x. Left-

circularly-polarized light is incident on the first" crystal along its

c-axis. The matrix operator which describes the properties of the

emergent beam is then the product M2M 1 of the separate matrices

associated with the two crystals. In this case we have

COS -_- t stn -_ e 0

• _, _, l 0 -_#l
t_s_."T_°_ 7 / t _ I

where FI, r 2 are the relative phase retardations of the crystals. We

1 may write

F 1 = Fcos ¢0mt , F 2 = Fsin 6_mt

I and note that the time dependence of the matrices resides now in I-"

rather than O. This system is, however, essentially equivalent to a

r_tc_t'n_, hir_fr'n?=cnt p!atc cf _-ngul&=" frequent 7 I/2 _ . The clcct:-ic

vector of the emergent beam iS given by

le 2 COS -_ ie 2 si.n_ I i/ / i,ot
E= MzM l_.o = / r r / e

/ -i_ r -i-_ z r /g \,o s=,÷o ,. \cos tm
This yields

X __
1

2
e -e

" " (-=<i) : "
1 i._ I (_) in + 1 -t-_ iZ e Jn e - -ge

n=-co n_-_c0
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fl

y _. I I mt+ 4]e

=_e Jn - e +_e 4 J [- _mt-

n=-C0 n=-O0

Expanding the Bessel series and recalling the properties that

Jn{X) = (-l)n Jn (-x) and Jn(x) = (-1)n J-n (x),

we get finally for the components of the emergent light vector:

E 1 JO r e i(cot+w-) [ 2]= __ 2 +Jl e
x _rz

I °I I _I]

, /'r'\ icot / r'\ i(co+_)t
,L_. - T I ._-_ - J_ I _1 e ---

r 1-- -e ÷. ..... ,

_rz

We thus have generated, in addition to the original left-circularly-

polarized beam, a right-circularly-polarized upper sideband at fre-

quency 1/2 = (co+ _rn ), a left-circularly-polarized upper and lower

sidebands of equal amplitude at frequency I/2= (co ± Z _rn ) , etc. The

normalized amplitudes of the first three sidebands as a function of

applied voltage are shown in Figure 7-9.
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Frequency components at the output of a
two-element frequency modulator.

Similar results are obtainable with a single KDP modulator if the

second crystal is replaced by k/8 plate and mirror. The distance from

modulator to mirror is so adjusted that the round trip photon transit

time equals one-quarter period of the moduiating signal. 1he _UP zs

again oriented with its crystaliine axes parallel to the space x-y axes,

and the eighth-wave plate has its principal axes of birefringence like-

wise paraiIel to the space axes --that is, at 45 degrees to the induced

principal axes of the modulator. The k/8 plate serves to simulate the

45 degree rotation of the second crystal. In this arrangement,

contrary to those described previously, the incident beam should be

vertically piane polarized. After its second passage through the

crystal the reflected beam contains a single upper sideband horizon-

taIiy poIarized.

This arrangement is equivMent to two identical modulators

operating in phase quadrature and separated by a quarter-wave plate.

The appropriate matrices are therefore
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M]

F 1 FI

cos T i sin T

F F

i sin T cos

)
M

2
i _-

4
e 0

0 e

•M 3
F

r2 i sin Z
cos T T

F z F

i sin T cos

The transmitted beam is obtained by performing the operation

E = M 3 MzM 1 E 0

N _i ;.L Z, ............... " I ...........

this operation give, for the components of the transmitted beam,

E
X

The emergent beam thus contains no x-component of the carrier fre-

quency and no y-component at the upper sideband.

Design of Phase Modulators

Traveling wave modulators characteristically posses s wide-band

capabilities and may take any of several forms. Perhaps the most

promising and most efficient TW modulator is the parallel strip trans-
13

mission line version, first constructed using ADP (ammonium
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dihydrogen phosphate) and operated as a pure optical phase modulator.

A cross-sectionalview of this type is shown schematically in Figure

7-10. The strip line is filled along its center with ADP crystals

oriented as shown, with one of the principal axes, [110] , of induced

birefringence in the transverse plane and parallel to the plane of the

strips. For operation as a pure optical phase modulator, the optical

polarization is also oriented in this direction, and the natural bire-

fringence of the crystal is only of consequence if the crystalline axes

are not perfectly oriented relative to the laser beam.

We note that in this configuration the applied signal field is now

transverse to the beam, and thus the optical phase retardation is

directly proportional to the length of the transmission Iine. A chief

advantage of this structure, in addition to the naturaliy broadband

feature of strip lines, is that it can be made quite long. Thus efficient

operation is possible with very modest power requirements.

In high frequency applications of strip line modulators, a neces-

sary criterion-for optimum performance is that the phase velocity of

the microwave signal traveling down the transmission line be matched

_o _}la_of i.he iig}_ bearxl wiLhin Lhe crystal dielectric. Since the dielec-

tric constant of most crystalline materials is appreciably higher for

microwaves than for light, the velocity matching is accomplished by a

proper choice of the dielectric filling factor, that is, the ratio of the
13, 14

dielectric width to that of the strip line.

The effective microwave index of refraction of the composite line

is virtually independent of frequency up to a point where the principal"

mode of transmission is no longer TEM-like. At higher frequencies

the microwave velocity becomes highly dispersive until a point is

eventually reached where the power resides wholly within the dielectric.

The mode eventually becomes once again TEM-iike, and the velocity

is that characteristic of the dielectric alone. 13 These facts place an

upper limit on the usable frequency range which is determined by the

ratio of the crystal and air dielectric. For practical dimensions,

sufficiently large to accommodate laser beams of about 2 mm diam-

eter, this frequency limit is about 3 GC for ADP. 12
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Figure 7- l0. Cross sectional view of parallel

strip transmission line ADP

phase modulator.

Design of Polarization Modulators

A discussion of this important form of optical modulation will be

treated in subsequent reports. In particular, the design of an optical

_CI,: i ...... 1 .... _

7. Z MODULATOR PERFORMANCE- MODULATOR/BURDEN

RELATIONSHIPS

It is premature at this time to make an assessment of the per-

formance and burden characteristics of optical modulators which will

have continuing value to the designer of laser systems for space

communications and tracking. Very great progress has been made in

the past few years in the development of optical modulation techniques.

This work has demonstrated that all forms of modulation can be

impressed on optical carriers in the band between 0. 4 and 1. 5 microns

with laboratory apparatus. At wavelengths longer than 1. 5 microns

optical modulation technology is in a more primitive state wherein the

available physic al proces ses -- primarily electro- acoustic --have

provided modulation bandwidths far short of those believed to be needed

in optical space communications systems. Research and development

of acoustic modulation techniques is progressing at a moderate pace,
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but we belLeve i£ is too early to accurately assess the outcome of this

work in terms of practicality for space system applications. Another

possibility is that electro-optic crystals having suitable IR trans-

mission will become available and provide the basis for extending the

more advanced electro-optic modulation technology.

As implied in the above discussion, most of the development of

optical modulation techniques has been carried out at the level of

laboratory experimentation, with very little effort devoted to engineer-

ing for sophisticated applications. This laboratory type of work needs

to be continued because the eventual achievement of acceptable per-

formance versus burden characteristics of modulators for space optical

systems probably can only be accomplished by the combined results of

better materials and more efficient interaction structures, followed by

intensive engineering development.

Table 7-2 is presented merely as a preliminary data sheet to be

used with these precautionary remarks in mind. Some of the data

presented are ambiguous because the same ground rules are not used

in defining terms. For example, the 3dB bandwidths in some cases

• _ tO LLI_ U*L*_*IL U<_*_UWLUUL Uf LI*_ n*UUU_LO±"" ' [nL_r_uL[on _LrucLure,

while in other cases the value defines the operating'performance of a

specific experimental modulator when it is driven by a specific driver.

In some cases the usable bandwidth depends on the combined charac i

teristics of the modulator and the driver. The weights and sizes

shown for some of the modulators are values obtained when negligible

emphasis was placed on these characteristics.
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8. 0 ACQUISITIO['q AND Tt<ACKING

8. l INTRODUCTION

The contributions of the various releva1_t error sources to the

total pointing error in the down- or up-link can be evaluated. This is

done in terms of a pointing loss rate. giving the average rate at which

communication through the channel is lost. In this section the major

sources of errors, their parametric relations, and relation to

stabilization and trackifig subsystem characteristics are identified.

The relationship of system elements and major angle error

sources are shown in Figure 8-i for a typical on-board system

configuration. The tracker is mou',_ted on the same stabilized platform

as the communication receiver and transmitter. These three devices

may well use the same telescope in time or aperture sharing con-

figurations. As shown, the angle error signals from the tracker are

used to correct the inertial rate sensor (e.g. gyros) of the inertial

stabilization system. The advantage of this configuration is that the

track loop reduces the pointing errors due to low frequency stabilization

errors, e.g., gyro drift (alternate configurations should also be

considered).

The DSV-earth-DSV closed loop indicated by the dashed lines has

the disadvantages of requiring several separated receivers at each

earth-station and only correcting errors which occur at frequencies

smaller than an inverse 2-way transit time. However, it appears to be

the only closed loop which can enclose the transmitter boresight and

lead angle error sources. The transmitter-tracker relative alignment

problem is made more difficult by the fact that the variable lead angle

adjustment precludes mechanical locking following an in-flight alignment

procedure. The major categories of pointing errors, typical causes

and means of reducing their effects are summarized in Table 8-1.

8. Z ACQUISITION AND TRACKING ANALYSIS

The pointing errors in relation to stabilization and tracking

system characteristics are defined for the Deep Space Vehicle and

8-I 6 February 1966
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Table 8-1. Pointing error causes and means of correction.

o

,

Pointing Error Cause Means of Correction

Mechanic al di sturbance s

of stabilized platform.

(Bearing friction and

misalignment, gin_bal

c.g. misalig_nn]ent,

spring torque from

leads)

a) Attenuated by inertial
stabilization

b) Employ focal plane

stabilization

Stabilization system

errors

Gyro drift (static and

G-sensitive}, resolver

inaccuracies, acceler-

ometer, tachometer,

ADA errors

c) Separate from DSV

d) Improve state-of-the-art

a) Feedback compensation

b) On-gimbal star sensors

Track errors

Sensor noise, error

curve inaccuracies,

rese!ver errors,

focal plane tolerances

Mechanical alignment

errors of optical axes

(Mechanical tolerance,

lead angle errors)

Atmo s phe r ics

c) Track loop design

d) State-of-the-art

improvement

a) Low track loop bandwidth

b) Minimize track

fie!d- ef-'vicv,-

c) Null tracking modes

a) Require only relative

alignment

b) Use closed loop where.

possible

c) In flight alignment/
calibration

a) Near earth relay

b) Ground site selection

c) Spatial averaging by
distributed receivers
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Ground based acquisition and tracking systems. The possible use of a

near earth relay station to circumvent atmospheric effects on the down-

link is discussed. The nature of pointing error budgets and interfaces

and constraints with other subsystems are discussed for each case.

Pointing Error Budgets

The composition of system pointing errors is illustrated in

Figure 8-2 for a system with tracker and transmitter mounted on the

same platform with the same fine deflection tracking system. The

correct pointing angle in inertial coordinates is given by the sum of

the apparent LOS to the earth beacon, @Bd' and the lead angle, @ld"

The pointing error includes the true track error of the DSV tracker:

_t = 0Bd - Otd - d/fd (8-l)

(where @td is the telescope axis in inertial cooi_dinates and _bfd is the

displacement of the tracker look angle from the telescope axis), the

boresight error in referencing the transmitter axis to the tracker axis,

classification of pointing errors into 3 categories is indicated:

I. Boresight and Lead Angle Errors - These errors contribute

a static or nearly constant term to pointing error and are

especially troublesome since they cannot be enclosed in a

closed loop other than a DSV-earth closed loop. The penalty

for excessive boresight errors is severe as the result is likely

to be loss of transmission for an extended period of time.

At ranges of l AU or more the round trip transit time exceeds

15 minutes and therefore correction signals from the earth

will involve considerable downtime.

2. Mechanical Telescope Perturbations - The steady state

response of the stabilization and tracking system may often

be sufficient to suppress low frequency mechanical

perturbations to a tolerable level. However, due to limited

8-4
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Figure 8-2. Relation of pointing error to track system quantities.

frequency response, high frequency components may cause

transients in the inertial telescope pointing angle in excess

of desired limits. Since these errors are sensed as

apparent line of sight motions by the tracker they will be

reduced by the combined action of track and stabilization

loops. Thus, momentary interruption of communication

maneuvers the tracking system may not be able to contain

the pointing error within prescribed limits so that a down-

time penalty driving extreme maneuvers may accrue.

3. Track Errors - The angle noise in the tracker originating

from such sources as the beacon tracking sensor and the

inertial reference sensor of the stabilization system may be

treated by standard gaussion noise techniques. The angle

'noise power spectrum is modified by the closed loop

response of the tracker and is included as a random term

appearing in both 0td and _fd"

In general these effects on the total pointing error are then

written as:

= _ + c + _ (8-2)
B p t
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where the right-hand terms are the boresight, telescope perturbations,

and tracking noise respectively. A typical system pointing accuracy
specification therefore would include:

(a} An absolute limit on boresight errors in the presence

of thermal telescope environment, etc. and the accuracy
of lead angle commands.

(b} A specification on the tracking and stabilization system
which reduces pointing errors as a function of

deterministic mechanical disturbances of the telescope

including expected rates and torques due to the attitude

control system and spacecraft-earth relative motion. In

final form this type of specification may include the

mechanical transfer characteristics of the Deep Space

Vehicle (DSV} - tracker-pointer mechanical interface.

(c) A specification of the random tracking noise in the

tracker to reduce loss rate in the presence of the

aforementioned pointing error to the prescribed level.

Thus given the total system errors due to dynamics and boresight

_"r-_o C S * fl_ ln_ "r'_f_ _ a']_z_n h_r

_m_ 1
= 2 (2_ft) eo e-2 (e°/em)2 -i

sec (8-3)

where ft = closed loop bandwidth

_o = remaining system margin = beamwidth radius - Es

cm - RMS tracker angle noise

thus the tracker sensor accuracy may be specified as a function of the

desired loss rate.

Tracking Subsystem

The servo loop of a typical vehicle track system using a mechanical

inertial stabilization system is shown in Figure 8-2. For simplicity

only the outer gimbal loop is shown. The outer gimbal axis is denoted

by the subscript d and is considered as part of a three axis system

8-6
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attached to the inner gimbal which is the track scli_or platform. The

three axis gimbal coordinate system is aligned with an i, j, k space-

craft coordinate system with the d axis coincident with the k axis

when the inner and outer gimbal angles (0 and fib respectively) are zero.

The angular track error e detected by the track sensor is give,_ by the

difference between the LOS to the earth beacon in inertial coordinates

(OBd) and the telescope and fine deflection pointing angles,

e = 0Bd - 0td - d2f d (8-4)

The detected error signal is given by the sum of e and sensor

errors, Tls. The track angle error is modified by the closed fine

deflection track loop function to give:

s (eBd - etd ) rls
c =

s + K 1 K 2 gl (s) + 1 +. S/K l K2 gl (s)

The servo compensation function gl (s) generally has the character of

ll_-_,,_p_ fr_'_, l"_e_/l_rt_ _- ..... 1_- rPl_,_ _4"$_÷ ,-,4 r _-_1_41_,_r_,_ ,_,-_*r_

(spurious telescope motions due to mechanical distarbances) may thus

be reduced by the fine deflection tracking system up to the limiting

response frequency of this loop. The frequency cut-off of the fine

deflection track loop is limited primarily by the output information

bandwidth of the track sensor which as a rule of thumb must be at

least 6 times the bandwidth of the track loop to maintain phase

margins. As can be seen from equation (8-5), however, a high loop

bandwidth makes the tracker more sensitive to sensor trackJ_uj noise

(in proportion to the square root of the track loop bandwidth) so that

even when the track sensor and deflection control naechanism are

capable of arbitrarily fast reaction the optimum track loop bandwidth

is limited.

In addition to correction of the track error by the fine deflection

loop, the error signals frona the track sensor arc _;moothed ,:_]dused to

correct the telescope pointing angle. The telescope must correct at ,_

8-7



rate sufficiently fast to insure that the track angle _fd does not exceed
the dynamic range of the fine deflection loop. This mechanism forms

an outer or telescope tracking loop which encompasses the inner or
fine deflection loop.

In a typical application the inner or fine deflection tracking loop

contains the major contribution to the rms tracking noise. Since the

angle noise power density of the track sensor is essentially white

over the frequency response of the track loop, the rms tracker noise
is l from equation (8-5).

(

N 2 1_o I gl[ 2 If) K1 K22

w  0)2 o If) +  .if]

llz

as was shown in Reference I the tracker noise power density at low

frequency Wq (0) is related to the solid FOV of the tracker, tot; the

tracker signal to noise ratio; and the tracker information bandwidth

(8-6)

(£_f)i by.

_t

w n (o) = a (8-7)
(SNR V) (Af) i

So that given the track field of view, track loop response time and rms

angle accuracy the tracker sensitivity is determined.

There are two major potential tradeoff quantities in the vehicle

acquisition and tracking subsystem: (1) the bandwidth of the closed fine

tracking system and (2) the field of view of the tracker. The closed

track loop bandwidth must be chosen large enough to reduce the

residual stabilization error and small enough to avoid a large tracker

noise contribution. Similarly the track field must be chosen sufficiently

large to reduce tracker loss rate to a negligible level. However, an

increased track field of view decreases the angular accuracy of the track

sensor. As shown previously, the angle noise component due to sensor

8-8
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noise increases linearly with the size of the tr_cl< ]"OV. In addition

the (errors due to tracker non-linearities and resolver readouts increase

with the size of the FOV to be covered.

"S'Sensor Boresl_nt Errors. In a typical image sensor (Vidicon, Orthicon,

image dissector) the noa--linearities relating beam position to sweep

voltage produce a tracking error which is proportional to the anguiar

track field. In most cases this error is of the order of t/2% to 1%.

The quadrant photodetector depends for angle accuracy on the balance

of energy in the blurred image of a point target among the four sections

of the field of view. Eve_ in the absence of noise, the null accuracy

is limited by the degree to which the gains of the four channels can

be balanced. Figure 8-3 shows the boresight error as a function of

gain imbalance in a sinj;le channel. Thus in order to reduce boresight

errors to less than 1% of the linear response portion of the field of

view, gain imbalance must be heId to less than 10% over the dynamic

range of signal levels.

Resolver and Non-Orthogonality Errors. In the following, the method

of anatysis and parametric relations ior tracking errors due to

"V
m
_0

m
Z

I)

0

Z

i

r-

rq

BORESIGHT ERROR,

PERCENT DIAMETER OF LINEAR TRACK FIELD

o

Figure 8-3. Quadrant detector boresight errors.
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resolver inaccuracies and misalignment of gimbal axes is presented

in some detail. Resolver error is the error that exists between the

actual resolver shaft position and the indicated shaft position.

Base plate misalignment error is defined to be the angular error

that arises when a gimbaled system is mounted on a reference base.

The outer gimbal axis of rotation is taken as the reference for

determining these mounting errors and the mount may be misaligned

with respect to a similar axis contained in the base. Since angles

measured about three orthogonal axes completely specify the mounting

misalignment, angles corresponding to roll (Ar_), pitch (A_), and yaw

(Ak) are used for convenience.

In addition to base plate misalignment, the inner gimbal axis may

not be orthogonal to the outer gimbal axis and cause pointing errors.

This angle (,'%%/)is measured in a plane orthogonal to the gimbal pointing

direction.

The line-of-sight of each sensor may be misaligned with respect

to the gimbal pointing direction for the mounts. These misalignment

(e and d) contained in a plane orthogonal to the gimb.al pointing direction

Ax is measured about the d axis and Ay about the e axis.

These sources of error (with the exception of servo dynamic error)

are due to electrical and mechanical inaccuracies (measurement and

fabrication) that can only be described in a statistical manner. It is

assumed that the error parameters are statistically independent and

that each parameter is normally distributed with zero mean.

Since the tracking servo base motion inputs and line of sight

tracking rates are random with time the servo errors due to these

inputs can also be considered to be random variables with zero mean.

Method of Analysis. In this analysis, the distribution of the error

vector resulting from the various error sources is found. The error

vector is taken as the projection of the indicated pointing vector on the

plane orthogonal to the ideal pointing vector.
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The gimbal configuration assumed for the optical tracker consists

of an azimuth (q) outer girnbal and an elevation (e) inner gimbal. It is

assumed that the misalignment ang]es are such that small angle

approximations can be used (i.e., sin @ = @ and cos @ = l).

Coordinate transformations can be represented pictorially thus

allowing a series of coordinate transformations to be stated in concise

form. Pio's method is shown in Figure 8-4 where the direction of

signal flow is from left to right.

A "Pio-Gram" of the coordinate transformations required to

generate the error vector between the desired and actual pointing

vectors for the set of error angles is given in Figure 8-5 where

rl = desired azimuth angle

Aq = azimuth deviation angle

= desired elevation angl.e

Ac = elevation deviation angle

A_ = base misalignment roll angle

A_ = base misalignment pitch angie

ZXk = base misalienment yaw an_le

AN = gimbal nonorthogonality angle

0 I '" ' _" ' ' ' 0 2

o2=o, cos/9+ b, stN/_

b z =-o! su. /_ + bj cos /_

t_ = ROTATION ANGLE

b0 _ . b2

Figure 8-4, Pio's method of pictorial representation of

coordinate transformations.
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Figure 8-5. Error vector "Pio-gram".

Ax = sensor misalignment angle (about d axis)

Ay = sensor misalignment angle (about e axis)

From Figure 8-5 it is determined that:

Ae = -A_] cos _ - A_ sin _ cos _]- a_ sin { sin _ - Ak cos

-A_/ sin { - Ax (8-8)

Ad = A{ - As sin T]÷ a_ cos rI + Ay

If the sensor is aligned ('i.e., no servo errors) with both gimbal angles

at zero, equations (8-8) reduce to:

-AY - Ax = A
ae

A_ .+ Ay = Aad

whe re

(8-9)

a
ae

aad

= azimuth axis alignment error

= elevation axis alignment error.
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Substituting equations (8-9) into equations (8-8) yield:

A e = - A N cos _ - A_ sin _ cos q- Afsin _ sin

+ Ak (1 - cos () - A'f sin ( + A
ae

(8- 10)

Ad = Ac - A_ sin q - A_ (I - cos q) + Aad

Using one sigma values for the deviation angles, the l_ values for the

error vectors can be computed by the propagation of variances. The

resulting expressions are:

Z 2 2 2 2Aelo - Arllo_ cos ¢ + Aa_o - sin 2 2= _ cos lq+ A_lo_ sin _ sin

(1 - cos ¢)2 + A_/ 2 Z 2 )1/2+ Ak _. 1_ sin _ + Aae o-

• \

a 2 2 2 2 )
Adler = (1o- + Aaltr sin rl + A_]o_ (1 - cos rl) 2 + A 2

ad lo-

rl

(8-11)

i/z

and

a 2 Z
lo- sin ¢ sin N cos _1 + A_lo_ sin ¢ sin _1 (1 - cos z/)

P = A Adlo - (8- 12)
elo-

where 9 is the correlation coefficient. If the base misalignment are

numerically equal to Aal_ and the alignment error 10- values the same

for both axes (Aal0.) equations (8-11) reduce to:

cos ¢ + A_lo - (2-2 cos _) + AN 2Aelo_ = Aqlo_ lo- sin _ + As

Adlcr = Arll _ a_lc r (2-2 cos q) + aa o-

and the correlation coefficient is:

9

A_7o. sin ( sin a]"
p = (8-14)

Ae I_ Ad i0-

8-13



Stabilization Subsystems

The stabilization loop shown in Figure 8-6 illustrates typical

problems in reducing the magnitude of mechanical perturbations to a

tolerable leveI in the 0. 1 - 1.0 arcsec pointing accuracy regions. The

disturbances may generally be classed as rate disturbances caused by

vehicle maneuvers and the action of vehicle attitude controi sensors and

torque disturbances which may be caused by vehicle thrusting,

meteorite impact or spring torques due to lead connections running off

the gimbais.

Angular rate disturbances denoted by fls;i, jk of the vehicle couple

into the telescope dynamics primarily through bearing friction which

is generaily treated as ideal viscous (coulomb) friction and enters the

servo loop as a torque at point (d). Disturbing torques may be

minimized by placing the telescope mounting coaxial with the main

thrust vector. However, a residual moment arm due to misa!ignment

of the telescope center-of-gravity with the center of the gimbal axes

remains. In addition, the vehicle structure will have an anisotropic

f_'nn_fpr r-nm_nnnonf _n fhnf fn_nllo_ rt_'oefl,r nhn,,f fifo _;'r_1"_1 :_v,_ ,,7;11

Occur.

_t d

S

_f" FINE

DEFLECTION
CONTROL

INERTIAL

REFERENCE
SENSOR

T4I

ADA
UNIT TELESCOPE

TORQUER

SZ+2oS+b z

Ii _°_° l
+J ,i_,_ COS

- a<. SiN 4,

Figure 8-6. Typical outer gimbal servo loop with
inertial stabilization.
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The stabilization shown reduces the input mechanical disturbances

by (1) comparing the telescope position to an inertial reference sensor

and (2) by ADA (or accelerometer) feedback loops around the telescope.

In the typical stabilization scheme a rate integrating gyro mounted on

the gimbal structure is used to sense motions of the telescope in

inertial space. The output voltage of the gyro is then used to torque

the gimbals so as to null the telescope inertial rate. When, as in the

track mode it is required to move the telescope in inertial space a

torquing command is fed to the gyro. The major problems with current

gyros are gyro drift and limited reliability. Performance of the best

gyros to date is a few hundredths deg/hr. (static) drift and greater than

20/million hours failure rate. The contribution of gyro drift to over-all

pointing and tracking accuracy is minimized by the low frequency error

rejection of the closed track loop. Two new types of gyros, the

cryogenic and electro-static gyros are still in the development stage.

An alternate mechanization of the inertial reference sensor are star

trackers mounted on the telescope platform. Since these must have a

separate gimbal system to allow narrow field tracking of individual

stars the iner_la_ ref_r_nc_ fr_n_ d_ru_h_d by Ln_'"_a_ ............

be referenced to gimbal axis system through a coor_]inate transformation.

The steady state equivalent input angular rate error reflected into

the track loop at point a from input periodic torque disturbances which

are lower in frequency than the natural frequency of the stabilization

loop is :

eda (ss) = rd/K3IK 4 (8-15)

thus the limitation on the ability of the stabilization system is to minimize

disturbances of this sort depends on the open loop gain (and frequency

response) which can be supplied in the stabilization system.

Interfaces and Constraints

Optical Design Constraints. In addition to sensitivity and resolution

requirements the design of systems in which the tracker shares the

8-15



same aperture with the transmitter and receiver of the optical

commuDication system imposes additional constraints on the optical

design:

I. The field angle over which the optics are capable of co|ima-

ting the transmitter beacon to the desired beamwidth must

include in addition to the tracker field of view a range of

angles sufficient to allow the transmitter lead angles to be

generated. For a typical Mars transfer orbit this amounts
to an extra 40 seconds of arc.

2. In systems employing aperture sharing rather than time

sharing of earth beacon provision must be made to provide

tracker-transmitter optical isolation of a very high degree.

Inertial Reference Unit and Guidance and Navigation Unit Interfaces.

Data concerning relative range and range rate must be made available to

compute the tracker lead angles. In addition, initial pointing angles for

the acquisition process must be referenced to the gimbal coordinates

through the gimbal angle readouts.

DSIF Interface. Signals indicating the initiation of acquisition procedures

and the loss of signal reception in the optical beacon tracking system

may be communicated through the DSIF link.

Vehicle Mechanical Interface." The reduction of high frequency

mechanical disturbances transmitted over the optical platform -

Vehicle interface is of prime importance to maintaining high pointing

accuracy within acquisition and tracking subsystem. Where high

pointing accuracy is required during periods of operation of reciprocating

machinery, attitude control limit cycling, and thrusting a solution to the

problem is to modify the optical platform mount so as to reduce the high

frequency perturbations. This may take the form of soft mounting or

mechanically disconnecting the platform. Means must be provided

however to allow referencing of spacecraft and gimbal axis coordinate

systems.
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Boresight Maintenance. The relative boresighting of the tracker and

transmitter must be maintained to high accuracy in the thermal and

mechanical environment of the spacecraft. The magnitude of this

problem and possible inflight alignment procedures will be investigated

in phase II.

8. 2.2 Earth Station

Pointing Error Budget

The major sources of pointing error in the ground tracking and

transmitting system are:

I. Atmospheric Scintillation - .Angle scintillation due to random

phase errors introduced into the spacecraft beacon by the

atmosphere.

2. Boresight and Lead Angle Errors - The pointing errors due

to misalignment of the earth beacon and earth tracker and

errors in introducing the beacon lead angle are of the form

of bias errors.

such as tracker noise and track sensor boresight errors.

The total pointing 'error is thus

= _ + eB + c (8-16)s t

The track and scintillation errors define random angle noise

whose effect may be computed from a knowledge of the angle noise

power density and the track loop characteristics.

Denoting by eN the rms sum of the scinti]lation and tracker noise

contributions to the tracking error the rate at which an earth beacon of

angular radius

whe re

X

is displaced from the spacecraft is
O

_x2/2
= 2_rf t X e per sec. (8- 17)

_o -- _B
, and ft is the closed loop backwidth of the earth

_N
tracker,
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Atmospherics

The major atmospheric problems relating to the acquisition and

tracking problem are atmospheric scintillation and cloud occultation.

From the point of view of the angle tracker, scintillation introduces

random angle noise with a power spectrum which varies as f-2/3 near

d.c. and has a high frequency cut off determined by wind velocity which

for large aperture telescopes will usually occur at only a few cps.

The effects of amplitude scintillation for incoherent detectors are

negligible for the aperture sizes under consideration.

The maximum blur due to atmospheric scintillation imposes a

limitation on the tracker FOV. Typically the blur size can vary from

0.5 to 3 arcsec at night and from about 1 to 6 arcsec for daytime

obs e r vation.

Tracking Subsystem

Acquisition. The initial bearnwidth -with -which the earth beacon

irradiates the spacecraft and the corresponding size of the acquisition

field with which earth receiver __earche__ for the retur,_ })e_rn ix

determined by the angle accuracy of the DSIF tracking equipment. It

is expected that this accuracy will be no worse than +1-2 rain. arc.

This volume is large enough so that initial lead angle errors and DSIF-

Earth tracker alignment errors will not materially add to the required

fields of view.

When the return beacon is identified the earth beacon beamwidth

and track field of view may be narrowed to track-mode sizes. It is

expected that the track field of view will be of the order of l0 sec. of arc.

Tracking Subsystem. The tracking subsystem for ground based

acquisition and tracking system is considerably simplified by the

extremely low angular target rates. The diurnal rate (15 arcsec/sec)

may be accurately removed by a clock driven mechanism as in

astronomical telescopes. The track loop will thus have a low time

constant and typically provide integration of the input angle error for

I sec or more without appreciable lag angles.
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The track accuracy of the ground based sensor is determined

jointly by the sensor noise and the angle noise spectrum of the

scintillation phenomena.

The tota] rms angle noise is then given in terms of the track

sensor and scintillation noise by

z f df wn t(f)+Wn IGe(f)l Z
_N = o s I i+Gc(t) I Z

where Gc (f) is the open loop frequency transfer function.

typical type ] track loop and white sensor noise

00

f df Wqt (f) tGc (f)l 2 K V
o i l + Gc (f)l 2 - 4 wnt (°)

(8-18)

For a

(8-19)

where K V is the velocity constant.

The choice of velocity constant can be varied during the mission

to improve performance.

For a kdars mission the angular rates at ranges greater than 10 7

• _ . 1_ _._ ...... 1 -- 1 (_ -J "___/_,_n_l. _Ic ................... co that cevera! seconds of

smoothing will not cause any appreciable servo lags'. Thus typical
-I

values for K V will be on the order of 0. 05 sec

In general the contribution of scintillation to angle noise will

decrease less rapidly than linearly with K V due to the large low

frequency content.

The angle noise density due to sensor noise for a I0 arcsec field

of view and a signal-to-noise ratio of 10 taken in a 1 cps noise bandwidth

will thus provide an rms angle error due to tracker noise of 0. 03 arcsec.

Hence sensor ,sensitivity will be a negligible contributor to angle errors.

Interfaces and Constraints

The major earth beacon and tracker interface is with the DSIF.

The DSIF must provide initial pointing information to the tracker. The

most favorable technique may well be to slave the tracker to the DSIF

antenna in the initial stage. Although sufficient accuracy in an open loop
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command using gimbal resolvers may be obtained. In addition, the

orientation of the gimbal axes relative to the inertial axes of the

DSIF reference system must be known in order to compute the lead

angles from range and range rate supplied by the DSIF.

Control of the relative transmitter-tracker alignment is much

simpler on the earth station and short time periodic alignment checks

may be used.

Site Selection

The factors relevant to the acquisition and tracking subsystems

which are involved in the selection of ground sites are:

1. Atmospheric Turbulence - Good "seeing" conditions are

essential to the ground site since this factor is limiting in
the tracking accuracy of the ground based system.

2. Cloud Cover - The location and number of sites available

to the space vehicle as ground receivers at any one instant

must be sufficient to insure the desired probability of the
availability of a usable _round receiver.

3. Hand Over Requirements - The selection of sites must allow

for the sequence of handovers which must be performed as a

result of the obscuration of the LOS to the Deep Space Vehicle
due to the earth's rotation.

8.2. 3 Near Earth Satellite

Error Budget

The pointing error budget is established as in pointing error budget

paragraph of section 8.2. 1 to give the sum,

= eB + ep + et (8-20)

of boresight, spacecraft perturbations, and track errors. The tolerable

level of each is determined from the loss rate equation as in that section.
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Orbit Considerations

The selection of possible orbits for the near earth relay satellites

will be influenced by lifetime and thermal variation control as well as

minimizing the number of handovers required to support various deep

space missions.

Stabilization Subsystem

The most appropriate configuration for the near earth relay

station is a body mounted telescope with an inertially stabilized attitude

control system for the satellite. One possible configuration is that of

the OAO with reaction wheel stabilization. Since the near earth relay

would be required only for support of deep space missions, the

extremely low inertial angular rates at ranges on the order of IAU will

allow the very long smoothing times used in this type of system to achieve

high tracking accuracy. By allowing a fine deflection mechanism with

several arc seconds dynamic range, the period between attitude

corrections in the track mode may be extended to several days and

,,L..... • • • .... - ..... .

Interfaces and Constraints

The major interfaces are with the DSIF which must supply initial

acquisition and lead angle infornuation to the acquisition and tracking

system. This requires that _he inertial attitude of the spacecraft be

telemetered to the DSIF with sufficient accuracy to determine the lead

angle corrections within the allowable tolerances. This requires

attitude readouts to somewhat better than one minute of arc.

8. 3 ACQUISITION AND TRACKING/BURDEN RELATIONSHIPS

To a first approxinuation the intrinsic cost of the optical tracking

system is related to the diameter of the entrance aperture. Figure 8-7

plots the weight of typical electro-optical tracking instruments as

a function of aperture size. These weights include both the gimbals,

mechanically scanned equipment, and the electro-optical detectors. If

extre_nely large aperture lightweight optics are body mounted to a
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Figure 8-7. Assumed weight characteristic of different

sized electro-optical apparatus.
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platform such as a satellite whose whole orientation may be changed,

the weight of the basic telescope can be very much less than indicated.

The second curve on Figure 8-7 indicates this trend of weight for a

body fixed telescope exclusive of gimbals, servo, and pointing weights.

The expense of constructing such telescopes varies greatly depending

upon the particular requirements of the apparatus. As a crude

approximation one may estimate a cost of the order of $500 per pound

for any of these telescopes.

8.4

I.
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9. 0 RADIO FREQUENCY ANTENNAS

9. I INTRODUCTION

Presented in this section is the theory and state of art of antenna

types potentially capable of fulfilling the characteristics dictated by

space communication and tracking applications.

Section 9. Z, is Antenna Theory for Large Apertures. The funda-

mental parameters for characterizing antenna performance are defined.

In addition, an analysis relating the degradation of performance to phase

errors caused by both bending and random distortion of large antennas

is given.

Section 9. 3, is Available Antenna Types and Performance. }lere

antenna types potentially suitable for space communication and tracking

applications are listed. Also indicated is the perfom_ance and relative

advantages of the various antenna types for different space applications.

Section 9.4, is Antenna Performance/Burden Relationships.

Curves showing degradation of antenna gain as a function of aperture

distortion for various types of antennas are given.

Later in this program additional relationships wiil'o_ d_lv_d wlK_h

will show the costs and weights of fabricating large antennas with rigid

materials and structural supports corresponding to specific predictable

systematic phase errors. Other parametric relationships to be derived

are the costs of machining antennas to various tolerances corresponding

to specific root mean square random phase errors.

9. Z ANTENNA THEORY FOR LARGE APERTURES

!

B

D

9. 2. l Introduction

A microwave antenna is a transducer between electromagnetic

waves contained by a transmission line and those radiated through space.

The spatial distribution of the radiated electromagnetic waves in terms

of intensity of energy flow is called the antenna pattern. More precisely,

the antenna pattern in a specified plane is a plot of the power radiated

per unit solid angle versus a space coordinate, which is usually an

9-i 6 February 1966



angle. Antennas in general are reciprocal and therefore the spatial

antenna pattern are independent of whether the antenna is radiating

into or receiving from space.

Beamwidth, gain, effective area, and sidelobe level are the para-

meters which are most important in characterizing the performance of

antennas. The bean]width and the sidelobe level are readily obtained

from the antenna pattern. The beamwidth is defined as the angular

width at the half power or 3 db points of the main beam of the antenna

pattern. The half power points on the main beam are those points where

the power received or transmitted is one-half of the value at the beam

peak. The portions of the antenna pattern, other than the main beam,

are called sidelobes. The sidelobe level, usually quoted in decibels,

is the ratio of the maximum power density in the largest sidelobe

(usually the sidelobe adjacent to the main beam) to the power density in
the main beam maximum.

The antenna gain, G, expresses the ability of an antenna to con-

centrate the radiated power in a particular direction or, conversely,

to absorb Dower incident from a particular direction more effectively

than from other directions. G is defined as the ratio ol power per unit

solid angle in the direction of the peak of themain beam to the average

radiated power per unit solid angle. Let PM be the power radiated per
unit solid angle in the direction of the peak of the main beam and let

Pt be the total power radiated.

P M
Then G- p (9-1)

t
4w

Another measure of receiving antenna performance is effective

area, or receiving cross section. Effective area is the area of a

perfect antenna which absorbs the same amount of power from an

incident plane wave as the actual antenna.

are simple related as

G _ 4_
A E ×z

Gain and effective area A E

(9-z)
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Let G T and G R be the respective antenna gains of a trans-

mitting antenna and a receiving antenna separated by a distance R. If

the total power transmitted is PT' the power radiated in the direction

of tl_e main beam aimed at the receiver, per unit solid angle will be

P_l.Grr/4rr. Tl_c: receiving antenna will present a receiving cross

section GRX Z/4_ to the incident wave; it will, in effect, subtend a
i

solid angle GI_XZ/4TrR2 at the transmitter. The power absorbed at the

receiver will thus be

2

GTG R k

PR = PT 16 wZR 2 (9-3)

g
Here it is seen that the power received in space communication

is directly relaked to the power transmitted as well as to the gain of

both the receiving and transmitting antennas. It is not difficult to

translx_it sulfJcient power from earth to a distant spacecraft in order

to allow the spacecraft to receive a strong si.gnal above noise. It is

obviously more difficult to transmit large amounts of power from the

antenna and the gain of the large ground station antenna have to be

maximized within practical limitations. The most evident practical

limitation on the gain of spacecraft antennas is the size allowable for

a particular lallnching missile's shroud. However, inflatable or unfur'

able spacecraft antennas are exceptions to the size limitation. The

gain associate_] with such antennas and the even larger ground based

antennas is dependent on the ability to maintain the desired amplitude

and phase of the antenna's aperture illumination.

9. 2. Z Gain Degradation Due to Predictable Systematic (Non Random)
Phase Errors

1
Bailin has investigated the effect of array bending on the far

field radiation pattern of a large linear array of closely spaced elements.

The particular type of bending which was shown to produce the severest

gain degradation is the bending of an array supported at one fourth the

array length from each end as shown in Figure 9-1.
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Figure 9-1. Bending of an array supported at
one fourth the array length from
each end.

The far field radiation pattern of such a bent array was shown to be

proportional to

g(W, B} N -_- - (9-4)

W____ (2 2 -W 2)
2

B 4 (1 W2 W2 (22-W2) _) ]__ + -- +,,,
,_2 _._2,,,2 __2.
I"- - vv IV'_ - VV ) _ Zi "_: / I

,, J

2W Ww [ B B3_I i- j -- cos -- W2 3 2 Z) lz I - (1 -wZ,, -w

135 (÷ (1-W 2) + (l-wZ)(32-W z)
3! 5+ +.-.

(1 -W 2)(32-W 2)(52-W 2)

1 -W2)3!"

Where

kc

T[
sin 0 (= 0 at 0 = 0°)

and

B k B cos 0 2w k 2w= = cos 0 (= -- at 0 = 0°)
o k n n

B
0

: the maximum amplitude of the phase distortion measured in

radians as a fraction of a wavelength, k
n
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In order to simplify the derivation, the gain degradation in this

non random phase error portion of the analysis will be calculated as

the reduction of PM' the power radiated per solid angle in the direction

of the peak of the main beam (8 = 0°). This equality is only approximate

however as Pt' the total power radiated in equation 9-i can also vary

as a function of phase distortion. With this approxi_Ylation the gain

degradation of the linear array can readily be obtained by the square

of the far field radiation pattern, equation 9-4, evaluated at @ = 0°.

2

_ I_- T
GL ° -

2

(9-5)

(9-6)

for small values of _ (9-7)
n

where G, is the gain of a one-dimensional antenna and G r ,_ is the

no-error gain of the same antenna.

Squaring equation 9-7 resu]ts in the gain degradation of a two-

dimensional antenna.

G -4(_)
U- = e (9-8)

o

where G is the gain of a two-dimensional antenna,

gain of a two-dimensional antenna.

and G
o

is the no-error

9. 2. 3 Gain Degradation Due to Random Errors

Ruze 2 has statistically analyzed the degradation of two-dimensional

antenna gain due to random phase errors. The phase errors of concern

here are those randou_ phase errors caused by loose machining tolerances

and random distortion of the aperture surface. Ruze considered both

discrete array and continuous aperture antennas. In general the same
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statistical considerations apply to the continuous aperture antenna as

to the discrete array antenna. In the discrete array case, the error

in one array element is independent of the errors in adjacent elements.

However this assumption is untenable in an aperture antenna since if

the error is large at one point it will probably be large in its immediate
neighborhood. Therefore a "correlation interval," C, is defined as

that distance "on average" where the errors become essentially
independent.

For small correlation intervals C/X << l

G 3--_C 2 2

Z
o k

(9-9)

3"_ CzTr2 3 "-_cZTr2 I
-- e -_- _ for small values of F 6 2 (9-I0)

k k

For large correlation intervals I

o
_---= e - for small values of 5 2 (9-1Z)

O

m °

where 8 2 is the mean square phase deviation in radians.

With equations describing the gain degradation of two dimensional

antennas due to random phase errors and another describing the gain

degradation due to nonrandom phase errors caused by array bending, it

would be of interest to compare the gain degradation predicted by the

two different analyses for identical rms phase errors. For convenience,

let us calculate the gain degradation for nonrandom phase errors caused

by bending the array supported at one fourth the array length from each

end as shown in Figure 9-I. Then let us compare this value of gain

degradation with that introduced by a random phase error of identical

rms value, for the same two-dimensional antenna.

|
II

I

|

|

B

U
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For a Zw/n value of maximum arnplitude of phase distortion in

the array shown in Figure 9-1, the mean square phase degradation,

8 2 in radians can be determined as follows:

n
a

z f7 fZ{t}d_
a

-2

a

1 fz (2_,2 2 2rr{}z,= _" _--; cos (--£-l)dt
a

2

(9-13)

(9-14)

8-£= a (T) //A,z_,P. / 2--£
'/' Lk _ _-a-J- / \

rt a

2"." 2
z (T)

-i- -----q-z-_ Z

a' -a

2

D

(9-]5)

2= 2 (_r) (9-16)
n

I

Substituting equation 9-16 into equations 9-1 1 and 9-12 yields a

gain degradation of

b

D

2

G 1-2 (_
-,_ n ) (9-17)

o

or for small values of
n

2

G -2 (-_)
U- -- e {9-18)

o

D Random phase error equation 9-1Z predicts a gain degradation

which is the square root of the gain degradation predicted by non random

9-7



phase error equation 9-8 for the same rms phase errors. This result

can be explained heuristically as follows. In the non-random case waves

from relatively large portions of the aperture are in phase and of

different phase than waves from other relatively large portions of the

aperture. The two groups of waves destructively interfere with each

other much more effectively than groups consisting of waves with random

phase even though the mean square phase deviation is the same in both

cases.

Therefore antenna gain degradation will be determined for two

distinct types of aperture distortion, random and non-random. Curves

depicting antenna gain as a function of aperture size in wavelengths

for various amounts of random aperture phase distortion will be pre-

sented in Section 9.4. Similar curves for non random aperture phase

distortion will be derived later.

9. 3 AVAILABLE ANTENNA TYPES AND PERFORMANCE

The material of this section categorizes and briefly describes the

types of antennas which will be extensively documented durin_ Phase II

of the study. These antenna types are potentially capable of fulfilling

the characteristics dictated by space communication and tracking

applications. The selection of the antenna type for a particular space

program's space vehicle or ground station should be based on composite

parametric studies of burden':'.

9. 3. ] Reflector-Type Antenna

This antenna has two basic components: a relatively small feed

and a relatively large reflecting surface (most often paraboloidal).

When maximum antenna gain is required, as for space communication

and tracking, the reflector size is chosen to be as large as practical

and the feed is normally designed to illuminate the reflector with an

intensity at the reflector edges that is approximately 10 db below that

at the center.

"_Gain, weight, cost, reliability, etc.
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The efficiencies":" of reflector-type antennas with a front mounted

feed are typically 55%0 with 65% being optimum. The efficiencies of

cassegrainian fed reflector-type antennas are typically 60°70 with 70%

being optimum.

9. 3. 2 Lens-Type Antenna

The best-known symmetrical lens-type antenna consists of a

relatively small feed and a large Luneberg lens. The Luneberg lens is

a sphere of dielectrically loaded, radio frequency transparent material.

The dielectric constant increases from that of air at the periphery to

twice this value at the center. The rate of increase is such that a

plane wave striking the lens from any one direction is focused at a point

on the diametrically opposite side of the sphere. A matched feed placed

at this focus would receive this plane wave. Conversely, a transmitting

feed on the surface of the lens produces a beam in the diametrically

opposite direction.

In general the lens-type antenna is more complicated structurally,

is heavier, has approximately a decibel less gain, and has more lenient

tolerances than the reflector-type antenna ot comparable size.

In order to appreciate the fundamentals involved in the beam

forming process of the Luneberg lens, a heuristic analysis is presented

below showing that a horn feeding a Luneberg lens is analogous to the

3
well understood circular aperture of uniform phase and illumination.

Eaton 4 and others have shown that the paths followed by the rays

in an ideal Luneberg lens lie in planes and have elliptical shapes. For

the standard Luneberg lens with one focus on its surface and the other

diametrically opposite at infinity, the equation of a ray is given by

2
2 sin 6

P = I - cos 6 cos (Z@ - 6) (9-]9)

":¢The efficiency of an antenna is the ratio of its effective area

to its actual area.
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where p and O are the polar coordinates in the plane containing the ray

as defined in Figure 9-2. The ray makes the initial angle 6 with respect

to the axis of the lens and leaves the lens at E in a direction parallel

to the lens axis. The two solutions for 0 in Equation 9-19 for which

p = l are 0 = Trand 6. Therefore, the angular polar coordinate of the

ray exit point, E, is the initial angle which the ray makes with respect

to the axis of the lens at the focal point F. Thus, if the primary pattern

of a feed at the focus point F is omnidirectional and has a radiation

w < 6 < w then there will also be
pattern of one ray per degree for - _- _ _ _-,

_T < 0 < lr
one ray per degree for - _- _ _ _- on the periphery of that plane of

the Luneberg lens. The rays on line AB will have a sec 0 distribution,

0 being measured as the angular polar coordinate to the ray exit point

on the periphery of the plane of this Zuneberg lens.

When the primary pattern is that of a horn, which has forward

directivity in the form of a cos 0 distribution,, there results a similar

pattern of rays on the periphery of the lens in this plane. The rays on

line AB will now have a (cos 0) (sec 0) or uniform distribution. This

reasoning can be carried further to show that a horn feedinK a three-

dimensional Ltmeberg lens is analogous to a uniformly illuminated

circular aperture whose size is that of a great circle of the lens and

whose center is tangent to the lens at a point diametrically opposite the

feed horn.

That the uniformly illuminated circular aperture is a constant

phase front can be verified with reference to Figure 9-2. The change of

phase de for a small change of angle, d0, is

de = 0J _/ Ft( dS (9-20)

wh er e

dS

5
and

= p + ( ) dO (9-Z])

= c0_o (o (9-2Z)

9-10

H

n
I

|

I

i

|
N
m

g

g

g

g

t]

D



g

g

|

b

g

g

g

b

g
g

U

I]

RAY

EXIT

FOCAL F LENS

POINT C AXIS

R:I

R

I-

Figure 9-2. Typical ray in an ideal Luneber_ lens.

The substitution of Equations 9-19, 9-21, and 9-22 into Equation 9-20

and the integrating of 0 from 8 to =will yield the total change of phase

between E and F:

f_r _/ 2 .dp ,2_EF = 8 {_ d_o Co z"Fi--iT-Pz p + (_-6/) de (9-z3)

The phase difference between D and E is

_DE = (] - cos 8) co /_o{ ° (9-Z4)

Tile total change in phase between D and F is

@DF = o_._/ _o eo 1 cos _ + Z - p + (_T) dO

(9 -Z5_
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It can be shown that

O--_DF = 0
a6

Thus CDF is constant with respect to 6 and the line AB has a constant

phase front. This reasoning also can be carried further to show that

there is a constant phase front over a circular aperture whose size is

that of a great circle of the lens and whose center is tangent to the lens

at a point diametrically opposite the feed.

It has been shown by this heuristic argument that a horn feeding a

Luneberg lens is analogous to a circular aperture of uniform phase and

illumination whose radius is that of the lens and whose center is tangent

to the lens at a point diametrically opposite the feed horn. The far field

radiation pattern of the Luneberg lens is that of the circular aperture or

2J l (ka sin 0)

IEI = ka sin0 (9-Z6)

plot of gJ l (ka sin 0)/ka sin 0 versus 0 for a 10-inch lens at 6 GH 2

is shown in Figure 9-3. It shows close correspondence to the actual

experimental pattern for a 10-inch lens at 6 GH 2 shown in Figure 9-4.

9. 3. 3 Multiple-Beam Antennas

Multiple beams are most often forlxled with beam-forming matrices

or lenses with multiple feeds. Multiple--beam antennas become self-

pointing with appropriate switching and control circuitry to select the

proper beam on receipt of a pilot signal from a participating transmit-

ring or receiving station. These types of antennas are not widely used

and intensive investigations are required before reliable parametric

trade-offs can be determined.

The Trans-Directive Array utilizes a multibeam antenna, such

as the Butler array, to receive and reradiate incident signals at several

frequencies with high directivity and gain. The incident signals may be

l
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from one or more arbitrary or varying directions, and the reradiated

signals may be transmitted toward one or more arbitrary or varying

directions.

The most common antenna system presently used for this purpose

incorporates one or two quasi-orrmidirectional antennas together with

signal processing instrumentation. Incident signals froITl arbitrary

directions are received with the nearly omnidirectional, but low gain,

receiving antenna and are processed by the signal processing instru-

mentation to have arbitrary amplification and frequency. They then are

reradiated by the same or a different omnidirectional antenna.

The Trans-Directive Array allows the use of one high-gain,

high directivity antenna to receive incident signals from arbitrary

directions and to reradiate those signals, after they have been processed

to have arbitrary amplification and frequency, toward arbitrary, desired

directions. With this antenna economical low-power levels can be used

both in this system and in all other participating systems. Signal infor-

mation would be securely or privately radiated only to those receiving

stations desired.

Two-Station Operation

Stations A and B, wishing to communicate with one another,

each transmit a pilot tone and a band of information signals of slightly

different frequencies to the Trans-Directive Array. In particular,

station A might transmit a pilot tone of frequency f + 20 M and infor-
c c

marion signals at frequencies fro1_n f + 5 M to f + 15 M . Similarly,
C C C C

station 13 might transmit a pilot tone of frequency f - 20 M and infor-
C c

marion signals at frequencies f - 5 M to f - 15 M . The various
C C C C

output channels of the multiple-beam array antenna each receive incident

signals from different portions of the field of view of the antenna.

Depending on the location of station A with respect to the Trans-

Directive Array, its incident signals will be directed mainly into one

particular channel (see Figure 9-5). The input circulator of thai: channel

will direct these signals to the mixer where they are reduced to a lower

frequency, the intermediate frequency(i-f). The strongest pilot tone A
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(which is in that channel) will be detected by the upper band pass filter

which rejects all frequencies other than that of pilot tone A. The detec-

tion of the strongest pilot tone A generates a signal which directs the r-f

switch to connect the right-hand transnaitter being modulated by infor-

mation from station B to radiate out the same channel of the antenna

(towards station A) through the input circulator of that channel, and

directs the i-f switch to allow the information from station A to modu-

late the left-hand transmitter.

Depending on the location of station B with respect to the Trans-

Directive Array, its incident signals will be directed mainly into some

other channel. The input circulator of that channel will direct these

signals to the mixer where they are reduced to a lower frequency, the

i-f. The strongest pilot tone B (which is in that channel) will be detec-

ted by the lower band pass filter which rejects all frequencies other

than that of pilot tone B. The detection of the strongest pilot tone B

generates a signal which directs the r-f switch to connect the left-hand

transmitter being modulated by information fron station A to radiate

out the same channel of the antenna (towards station B) through the

........................ c ...... dire _÷_ _ i f ...._*_ _ _

information from station B to modulate the right-hand transmitter.

The net result is that the information from station A is reradiated

toward station B and, simultaneously, the information from station B

is reradiated toward station A at a different carrier frequency.

Multi-Station Operation

The description of operation with two stations communicating

with one another through the Trans-Directive Array applies equally

when additional stations are involved. When each station transmits a

unique pilot tone and information band of frequencies to the Trans-

Directive Array, the information from any or all stations can be

reradiated to any or all stations. To perform this more complicated

task, the Trans-Directive Array would either have to include one

transmitter for each station whose information is to be reradiated, or

time share a fewer nunuber of transmitters, or use only a portion of the

9 -17



re-transmitted bandwidth of one transmitter for each station. It would

also have to include a more complex r-f switch which could be pro-

gramn_ed so as to connect the proper transmitters, appropriately

modulated, to the proper output channels when directed by signals

generated by the various pilot tones. FurtheriT_ore, the Trans-Directive

Array would have to include a more con_plex i-f switch which could

similarly be programmed to connect the station information signal of

the various input channels to modulate the proper transmitters.

The several stations could be ground stations far apart, com-

municating with one another through the Trans-Directive Array in a

satellite. The high gain and directivii:y of the Trans-Directive Array

would allow the ground stations to use n_inimum transmitted power and

to have physically smaller transmitting and receiving antennas. Or they

could have a wider transmitting bandwidth to assure speedy information

flow. Additionally, each station would not have to share its information

with as many other stations as will be involved when a less directive

satellite transmitting antenna is used.

A retrodirective system has been proposed by Belfi 6 et al.

(i964). Their article discusses a planar array backea by a beam-

forming matrix. The proper transITxitting beam is s'elected by using

logic circuitry which automatically selects the coded input having the

greatest signal strength. Typical logic circuitry is described• The

system was not constructed, however.

A specific configuration of this system, designed in the Hughes

Antenna Department, is shown in Figure 9-6. This particular system

is designed for a 6, 000 n. mi. orbit with a bandwidth of l0 M
c

9. 3. 4 Self-Phased and Adaptive Arrays

Self steering arrays are a class of antenna systems which use the

incident r-f energy to phase the elements so that a beam is formed in

the direction from which the energy is received. These arrays are also

called self-focusing and self-phasing antennas. Self-steering arrays

may be contrasted with the usual electronically steerable arrays which

require external sensors and information to do the steering.
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SWITCH

t S = 16 dbw

I _=22 db

Figure 9-6. Specific configuration for a

Trans-Directive Array.

Use of self-steering techniques appears to hold promise for the

application of highly directive antennas to space vehicles and probes

which might otherwise suffer gain restrictions due to antenna pointing

difficulties. In addition, such techniques are desirable for construction

of electrically large arrays at high microwave frequencies where

scintillation effects may cause loss of array gain due to lack of correla-

tion among the signals at the various elements. The self-steering array

automatically corrects for these effects and allows the array gain to be

realized.

SelfTsteering arrays may take on a variety of forms, depending

on the type of circuitry used to implement them, and on the sophistica-

tion of their operation. In their simplest form these arrays redirect

incident energy back in the direction from which it came. These are
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termed retrodirective arrays. In the process the signal is amplified

and information, stored at the array, is impressed on the signal before

retransmission. A number of such systems are described by Kummer
7

and Villeneuve (1957). Perhaps the simplest system of the retro-

directive type is the Van Atta array (Van Atta, 1959). 8 This array

interconnects opposite elements of a planar array through equal length

lines to achieve the retrodirective function. Figure 9-7 illustrates the

interconnections for a linear array. This type of array may be active

or passive.

By inserting amplification in the transmission lines between pairs

of elements, the system becomes an active system. In accordance with

the discussion of Hansen (Hansen 1961), 9 because of the changes in

effective element impedances, bilateral amplifiers are not desirable and

back-to-back unilateral amplifiers are more attractive. Circulators

would be used to couple into and out of the amplifiers. Additional

isolation might be obtained through frequency shifts between received

/'-91
III

Figure 9-7. Van Atta array

(Van Atta, 1959)
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and retransn_itted signals. Beam pointing errors would result fro_',

the frequency translation, however. This source of error could be

reduced by using two arrays of different sizes scaled to the two fre--

quencies, one for reception and one for transmission.

Some more general types of retrodirective arrays have been pro-

posed by a number of workers. A number of physical embodiments may

"_e realized; the techniques of Rutz-Philip (1964, 10 Sichelstiel et al.,

{1964), ii Cutier et al., (1963) IZ and Pon (1964) 13 are sketched

in Figure 9-8.

The principle of operation of all of the systems in the figure is

essentially the same. The phase of the signal incident at each ele_nent

is reversed by the electronic circuitry. This is just the condition

required to steer a beam in the direction of the incident radiation. The

signals at various points in the system are shown on the diagrams.

The Rutz-Phillip system (Figure 9-8a) does appear to have certain-

advantages as far as simplicity goes; however, the radiated energy has

an amplified component at the incident frequency. If the gain of the

converter is sufficiently large and the antenna element is not sufficiently

well matched, the system might tend to be unstable. The other systems

circumvent this possibility by the use of branching filters or circulators

to isolate the amplified signal fronq the input signal. Under low-gain,

low-power conditions the simpler system appears attractive. However,

where higher powers are required, it might mean an excessive number

of elements and in that situation the other techniques appear more

suitable.

In addition to the arrays discussed above, which send energy back

in the direction of an incident pilot signal, there are syste1_s which

automatically receive information from the direction of an incident

signal with full array gain. They n_ay also radiate different inforn_ation

back in the same direction, or, in more adva,nced systems, in some

other direction dictated by a pilot signal fron_ that direction. They may

use techniques similar to those already mentioned or t}Jey may use

adaptive techniques. Adaptive techniques employ phase locked loops,

rather than phase inversion by mixing, to accon_plish the required

antenna phasing.
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Figure 9-8. Retrodirective array techniques.
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Figures 9-9 a and b illustrate techniques which form a receive

beam as well as a retransmit beam using only mixing. Figure 9-9 a

shows a retrodirective system, Figure 9-9b a redirective system.

Phase locked loops have been finding increasing application in

recent years as phase synchronizing devices for an arbitrary dis-

tribution of radiating elements. An array of elements employing this

type of phase control is called an electronically adaptive antenna

system. A receiving antenna system of this type contains active ele-

ments which, unlike passive arrays, automatically adjust the electrical

phases of the signals received by the array elements to obtain antenna

directivity. These arrays can be made retrodirective. A configuration

of this type is illustrated inFigure 9-I0.

Experimental Systems

Some models which verify the theory of operation of these tech-

niques have been built and tested.

An experimental model of the Van Atta type using two arrays has

been built and tested (Andre and Leonard, 1964),. 14but the arrays were

not scaled in size to o±Iset the e_fect of frequency shift. The model

(Figure 9-] I} uses two interleaved arrays of ortl_ogonally oriented

printed dipoles and employs tunnel diode amplifiers and mixers. The

orthogonal orientation of the elements in the two arrays provides

isolation between received and retransmitted signals. In this system,

the information signal, which has been obtained from some other source,

is impressed on the reradiated signal by introducing it on the local

oscillator signal at frequency Af. The experimental array has nine

active elements and operates at a nominal receive frequency of 2. 0 Gc

and transmit frequency of Z. 15 Gc. The r-f bandwidth was approxi-

mately 120 I_4c, and the measured array gain was reported to be 14 db.

The array yeas operated under conditions of both single and multiple

access.

A second experimental version of the Van Atta array has been

described briefly by Gruenberg and Johnson (1964) 15. It consists of a

Z5-elelxlent Van Atta array in which 24 conjugate elements are pulse
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Figure 9-9. Electronic beam-forming techniques.
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code modulated by on-off switches. The switching modulates the

reradiated signal. The modulation comes from a signal received by

the Z5th (center} element. This receiving element accepts the modulated

signal from a distant transmitter. A separate receiving station then

beams an unmodulated signal to the array. This signal is modulated

by the array switches and directed back to the receiving station. A_

diagram of the system is illustrated in Figure 9-12. No experimental

results were given.

A system very similar to the second modified Van Atta array

has also been proposed by Margerum and Lees (19(_4). 16 In one possible

version, a partially silvered Luneberg lens has been considered in

place of the Van Atta array. If the conductivity of the silvered portion

could be modulated by the receiver output, then the same type of opera-

tion as obtained with the array would be achieved. This latter arrange-

ment is essentially I_assive and therefore provides no r-f signal amplifi-

cation at the satellite.

I F h_T__'_ __

_ MODULATED

CW TRANSMITTER RECEIVER

Figure 9-1Z. Modulated VanAtta

array.
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Linear Array of Horns

Sichelstiel et al.

at X-band (Figure 8 b).

arranged horizontally.

(1964) II have described a linear array operating

The array consists of 25 horn radiators

Much of the r-f circuitry is waveguide. The

10.7 Mc i-f contains a crystal filter to eliminate unwanted frequencies.

The incident r-f frequency was 9. 345 Gc and the retransmitted fre-

quency was 9. 385 Gc. A number of radiation patterns are shown for

50 k and I00 k arrays with the source of incident radiation at different

ranges and at on-axis and off-axis positions. The focusing properties

are illustrated when a dielectric sheet is partially interposed between

the source and the array. The operation for extended sources was also

investigated.

Dipole Array

A second experimental retrodirective array based on the type

shown in Figure 8c is described by C.Y. Pon (1964). 13 This array

consists of 4 slot-fed dipoles each with a duplexer and a balanced

mixer. The mixers are inwaveguide and coaxial line while the du_lexer

is stripline. The incident frequency was Z. 95 Gc, the local oscillator

frequency was 5. 75 Gc, and the reradiated frequency was Z. 80 Gc.

Experimental patterns for several angles of signal incidence are pre-

sented on the paper. The element spacings were such that grating

lobes were present in all patterns.

A specific configuration for a retrodirective array, designed by

the Hughes Antenna Department, is shown in Figure 9-I 3. This particu-

lar system is designed for a 6,000 n. mi. orbit with a bandwidth of

10 Mc.

O

0

D

0

Experimental Phase-Locked Loops

An eight-channel antenna array utilizing phase-locked loop
17

principles has been simulated (Gangi, 1963). A block diagra_n of the

simulator is shown in Figure 9-14. The signal picked up by the individual

antennas was simulated by a l-Kc sinusoid, and the zero-voltage VCO
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frequencies were approximately ]300 cps, giving an i-f frequency of

300 cps. The phase shifts in each antenna were simulated by resolver

phase shifter s.

To measure the syste1:l adaptiveness, the acquisition time as a

function of signal level was measured (Figure 9-15). The noise band-

width of the loop was 3. 2 cps, the damping constant _ was equal to 2,
-I

and K= 2Z60 sec The sum signal was held constant as the input

signal was changed.

It was found that the acquisition time decreased as the signal

strength increased, thus indicating an increase in the noise bandwidth.

Oscillograms of the VCOphase jitter (Figure 9-16) also indicated an

increase in the noise bandwidth with signal strength by the presence

of higher frequency con:ponents in the oscillograms for large signal

strength.

An importantlilxlitation for the minimum size of each element in

an adaptive array of elements, is as follows. Each element must

be large enough that when operating in conjunction with its receiver

it will be able to detect and phase lock to the incoming signal. Once

2.0
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1.0

0.8

0.6
Z
o
r,.)
ts,J

c_ 0.4

&
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_90o

Figure 9-15. Acquisitiontimeof

the 8-channel antenna array

simulator vs mixer output

voltage (Gangi, 1963).

Figure 9-16. Oscillograms showing

the adaptiveness of the phase-

locked system (Gangi, 1963).
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this is achieved the several elements in the array may be locked

together to realize the gain of the entire array.

9.3.5 Phased Array

This type of antenna consists of an array of radiating elements

with either fixed or variable relative phase differences. Those with

fixed relative phase differences are referred to as planar arrays and

require mechanical pointing. Those with variable relative phase differ-

ences require external electronic controls to properly phase the ele-

ments to form a beam in a desired direction. When maximum antenna

gain is required, as for space communication and tracking, all the

elements of the array are excited by an equal amount and the relative

phase between elements is adjusted for a beam normal to the plane of

the array.

The weight, complexity, and cost of the variable phase shifters

have deterred space applications of electronically scanned phased arrays.

Planar arrays have been used on the ground and even in space when the

type of space vehicle stabilization permitted mechanical beam steering.

9.3.6 Frequency Scanned Array

This antenna is generally not well suited for space communications

since a narrow r-f bandwidth is available, there is needf°r a large r-f

spectrum per useful transmission bandwidth, the resultant system is

complex and the system is incompatible with present and contemplated

ground terminals. However, it is categorized and will be discussed in

the Phase II studies.

9. 4 ANTENNA PERFORMANCE/BURDEN RELATIONSHIPS

Presented in this section are curves depicting antenna gain as

a function of aperture size in wavelengths for various amounts of

random aperture phase distortion and for various types of antennas.

Later in this prograna similar curves for non random aperture

phase distortion will be presented. Additional relationships will be

derived in Phase II which will show the costs and weights of fabricating
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large antennas with rigid materials and structural supports correspond-

ing to specific predictable systematic aperture phase errors. In

addition the costs of machining antennas to various tolerances corres-

ponding to specific mean square random phase errors will be discussed.

The antenna gain G is related to the effective area A E by

Equation 9-27

G = 4_____AE {9-27)2
k

The efficiency of an antenna is the ratio of its effective area A E

actual area A A

A E
Eff =

A A

to its

(9-z8)

The substitution of Equation 9-28 into Equation 9-27 will yield antenna

gain as a function of efficiency.

41r Eff AA.
G = 2 {9 -29}

k

Efficiencies of reflector type antennas range from 55% to 70% and

efficiencies of planar arrays range from 70% to 85%. Efficiencies of

horn radiatiors range from 85% to 9570. For convenience we will

assume circular apertures of area _ D2/4, where D is the diameter.

Rectangular planar arrays, which are not as common as circular aper-

ture antennas, can be evaluated using Equations 9-8, 9-10, 9-lZ, and

9 -29.

For a circular aperture antenna with uniform phase and amplitude

aperture illumination the gain may be expressed as

Z _T = Elf (9-30)
k
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Figures 9-17, 9-18, and 9-19 present the error-free antenna

gain and gain with random phase errors as a function of aperture size

in wavelengths. The root mean square phase error in each figure is

a particular fraction of the electrical dian_eter in radians. Therefore

the rms phase error on one curve is greater for the large diameter

circular planar arrays and parabolic reflectors. This is the reason

that the error-free gain and random phase error gain curves diberge

at large diameters. The random phase error curves have been generated

from Equation 12 and are valid only for small rms values o£ phase error.

This is why the random phase error curves have not been extended.
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10.0 OPTICS

10. 1 INTRODUCTION

The optics used in a laser communications system are a major

design consideration. The desire for improved performance requires

each area of the technology to be examined such that potential imple-

mentation choices, basic limitations and interface requirements with

other portions of the spacecraft may be thoroughly understood.

The material that follows is organized in the following manner.

First the types of optical systems are listed and their applicability to

space communication described. This is followed by a section dealing

with the relationship of optical parameters to burden (cost, weight

size, etc. ). A final technical section deals with optical alignment.

References which are basic to the described optical technology are

given in .t._ , ...... _._._

I0. Z OPTICAL IMPLEMENTATION CHOICES

TI ............... b '

concentrate the energy at the receiver. The beam spread of a perfect,

unobstructed optical system can be depicted by a plot of the Airy Disk

shape where the abscissa would be intensity of the energy and the ordi-

nate would be the angular spread. The angular spread as measured by

the diameter of the ring of zero energy would be given by

2.44k
8=

D (I0,I)

where

O is the angular spread,

k is the wave length

D is the aperture

radians

In practice, the angular diameter that is useable is necessarily less

than this and is taken at the half power points to be 8 - I. 04k. The
D

fact that the beam spread is inversely proportional to the aperture

favors the use of a large diameter transmission unit. The necessary

I0-I 6 February 1966



pointing accuracy can be achieved using the same unit as a receiver of

a reference tracking signal.

Figure 10-1 plots the best possible resolving power of diffraction

limited optics as a function of aperture. These results are possible

only for excellent seeing in the larger sizes. Such seeing may well be

found only outside the Earth's atmosphere.

The accuracy of the optical system, i.e., the optical surfaces

and alignment, must be quite good to keep beam spread to a minimum.

Using the perfect optical system as a reference, the loss of energy due

48
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Figure 10-1.
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Diffraction limit for all types of telescopes versus
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to wave front errors can be calculated based on the work of Marechal

and Francon*. The correlation between reduction in energy and wave

front errors as calculated by this method is given in Table 10-1.

From these values, the need for keeping errors to a minimum can

readily be seen.

Because of the need to track the ground station with extremely

small angular errors, and because the power required to perform the

pointing is proportional to the inertia of whatever is moved, it is quite

desirable to design a system in which the fine pointing is accomplished

by movement of small elements of the system, rather than movement

of the entire system. This can be accomplished in one of three ways.

I. A larger field than is necessary can be provided and the

light source and receiver can be moved in the focal plane for

tracking.

2. A reimaging optical system can be made with a small trans-

fer lens that moves to provide fine pointing.

3. The optical system can incorporate a space of collimated

motion would control the image position in receiving, or the

beam direction of a transmitter.

Table 10-1. Effect of wave front errors in energy density at
the center of the beam.

b

Wave Front Errors
Percent Reduction

RMS Value s

0

×/17

×/lz

x/lO

X/8

o%

5%

i0%

15%

zo%

*A. Marchal and M.

Paris, 1960

Francon, Diffraction, Edit.
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If the receiver and trans1_itting units are n_oved in the focal

plane, there is a relatively wide choice of available systems. It is

desirable, for thermal reasons, to keep the focal plane location away

from the critical structure controlling alignment. This factor would

perhaps favor a Cassegrain configuration, over a Newtonian configura-

tion. And the Cassegrain's shorter structure, lighter weight and

lower moment of inertia favor the use of a Cassegrain over a Gregor-

ian. The diameter of the diffraction lilnited field of Newtonian tele-

scope -- defined as that field where the length of the coma is less than

the Airy disc diameter- is given by:

f

h = 30 k f3 (10-2)

where:

h is field diameter - inches

k is wave length - inches

f is focal ratio

Fields for Cassegrain telescopes of normal proportions and equivalent

focal ratios will be of the same order.

Figure 10-Z plots geometric blur versus l-number as a functlon

of field of view. These plots strictly hold for only parabolic systems.

The coma of a Cassegrain system is equal to the equivalent focal

length Newtonian while the astigmatism would be that of the equivalent

Newtonian multiplied by the magnification of the Cassegrain secondary.

These data come primarily from K. Schwarzschild as reported in

"Telescopes & Accessories" by Baker. The coma alone, in radians,

equals:

0. 18750
Coma = (10-3)

(efl/Dia) 2

where O is the half field angle in radians.

Figure 10-3 compares the resolution of several types of tele-

scopic systems at varying angular distances off-axis. Chosen for each

category are typical examples found in use today. The f-number of

these examples vary so that the comparison is not a strict one.

0
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ABERRATIONS OF A

PARABOLIC REFLECTOR

OFF AXIS, VERSUS f

NUMBER

--......_

4 6 8 I0 12

f- NUMBER

14

Aberrations of a parabolic reflector off axis,

versus f number.

Parabolic types are represented by an f-10 instrument after K.

Schwarzschild in "Telescopes & Accessories" by Baker.

The Ritchey-Chretien system is an f/15 telescope discussed in

"Sky & Telescope" for April 1962. The Dall Kirkharn system is also

an f/15 telescope discussed in the same reference.

The paraboli c telescope with a Ross Corrector is the 200" Hale

telescope operating at about f/4, discussed in "Telescopes" by Kuiper.

The three catadioptric telescopes (the classical Schmidt, the

Maksutov-Bouwers, and the compound catadioptric) are all f/2 sys-

tems discussed by Bouwers in "Achievements in Optics". The
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compound catadioptric is a corrected concentric arrangement employ-

ing both a meniscus lens and a Schmidt plate.

The Ritchey-Chretien is of the Cassegrain type_ but uses an

approximately hyperboloidal primary mirror (with greater asphericity

than the paraboloidal mirror of the Cassegrain of the same speed) to

achieve a larger field.
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If the spacecraft has vibration sources, the third r_ethod of pro-

viding fine pointing (givei_ above) has an added advantage in that the

collimated space can also serve as a "soft link" and allow relative

motion between the large optical system and the spacecraft. The situ-

ation is similar to that of a hand held telescope with an eyepiece pro-

viding collimated light. If the tracking mirror in the collin_ated space

can remove image motion at the focal plane, large relative motions

can be tolerated.

Ina telescope using a mirror in a collimated space, there will be

angular magnification proportional to the ratio of the aperture of the

telescope to the aperture of the collimated space. Because of this, the

guidinf mirror must deviate the beam by an amount equal to the input

error times the magnification. This reduces the sensitivity to the

roughness or the error in mirror positioning and makes the sensing of

the tracking signal probably the most critical item.

All methods of providing fine guiding without pointing the entire

telescope require a larger field than will actually be used. The only

real field requirement of the system is that of the lead angle due to the

relative velocities of the sending and receiving stations, the ampl_-

t'ude of the fine guidance system is determined by the field of the

tele s cope.

In the communication mode, the optical system handles only

monochromatic light. While there may be two different wave lengths

for the transmitting and receiving functions_ the optical system still

need not be designed to function over a broad spectrum unless it is to

serve other purposes in addition to cornmunications. This gives the

optical designer the freedom to design catadioptric systems for exam-

ple without consideration of secondary color, which is the usual linnit-

ing factor in system performance. As a part of phase II, this will bc

further investigated to determine how this additional freedom can be

exploited.

I0-7



I0.3 OPTICAL PARAMETERS/BURDEN RELATIONSHIPS

I0.3. i Optical Manufacturability

For a high performance spaceborn optical system, the addition

of any weight to the system adds greatly to the cost. Thus, first con-

sideration is given to lightweight optical mirror design which may have

large apertures, and systems which can be built around such mirrors.

Two materials are considered, fused silica and berylliunq. One other

material, Cer-Vit, will be investigated later in the study. This is a

new low-expansion material under development at Owens-Illinois Glass

Company.

Primary Mirror Focal Ratio. In a reflecting system, the primary

mirror focal ratio or "speed" is one of the more difficult parameters

to evaluate clearly since there are several trade-offs that must be

made siml]ltaneous!y. A= ¢...... _-_-_ _................ _= _iJ_=1 iYlanLi±¢_ELur_iDllll;y is con-

cerned, it is easier to make a "slow" paraboloid (of longer focal

length) by the conventional optical processes. As the speed of a

p_-_holoid i_ increased, the deviation irom spherical becomes greater

and optical manufacturing difficulties increase very rapidly. Testing

also increases in difficult with very "fast" (shorter focal length) mir-

rors. But the overall performance penalties for using a slow primary

are severe. The system becomes much longer, has greater weight

and inertia and is harder to hold rigid. There are also difficulties in

obtaining large field coverage without excessive obscuration. Some of

the same types of tradeoffs affect the design of conventional astronom-

ical telescopes, since the use of a slow primary increases the size and

weight of the telescope and dome. It is fairly well established that

faster the primary mirror, the lower the overall cost of an astronomi-

cal telescope despite the increased time required to figure the primary

mirror.

Under the pressure of these factors, there have been some

recent improvements in the techniques of making and testing large

aspherics and additional work is continuing. Probably the most signif-

icant technique makes use of an extremely accurate turntable to
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generate an aspheric curve with an absolute mini1_un_ of as[ig_natism.

This allows the manufacture of faster, higher quality mirrors than

were heretofore possible. Thus, large mirrors of f/2 of f/l. 5 are

now quite feasible.

The effect of focal ratio on performance is shown in Figure 10-4.

This figure is from "Tools of the Astronomer" by Sinton az_d also

appears in "Photography in Astronomy" by Selwyn. Plotted are the

relationships between aperture and limiting magnitude versus

f-number. Although specifically for near stellar images being photo-

graphed at sea level, the figure applies approximately to non-

photographic recording as well. With telescopes of lower f-number,

star images are not as conspicuous against the air glow and nebulosi-

ties. Photographically, for small stellar images Hubble found that

faint star images are just detectable when the product of the image

diameter and the ratio of the brightness of the star i_nage to that of the

sky is constant.

_A

2Z

20
"Io

.w-

D

"-16

E

JI4

12

" f/15

f/

,; ' ' ' 'I0 4 I0 20 40 - 60'80100 200"

Objective Diomoter

Figure 10-4. The limiting photo magnitude of a telescope as a

function of its aperture and focal ratio.
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Weight and Size

Beryllium Mirrors. Beryllium n_irrors of high quality have been

made in sizes up to 24 inches. Larger sizes have been made with

lower quality. At present, there is no reason to believe that there is

any basic size limitation for properly designed, high quality beryllium

mirrors. The present beryllium pressing capacity lin_its sizes to

about 7-feet in diameter without additional expenditures for facilities.

A cored center, sandwich construction for beryllium mirrors is

preferred in order to give a very high bending stiffness. High bending

stiffness helps resist bimetal bending caused by differential thermal

expansion of the beryllium and the electroless nickel coating that is

applied to these mirrors to provide a polishable surface. It also helps

in resisting the vibration environment of the rocket launch.

An approximate curve relating beryllium mirror weight to aper-

t,r_ is inrl-_ed as Figure 10-5, ba _^_ ...... _................... o_. u_i _,uw,_n construction of
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reasonable proportions. A silnilar curve giving the approximate cost

of berylliuln mirrors is shown in Figure i0-6.

Fused Silica Mirrors. Corning Glass Works have inade light-

weight, cored center, sandwich type, fused silica mirror blanks in

sizes up to about 45 inches in diameter. Their present capacity to

make bowls of fused silica limits them to about 80-inch sizes without

making face plates by fusing smaller pieces together, a procedure that

would require additional development work.

General Electric is developing a procedure to make lightweight

blanks that would involve cutting the face plates and center core from

solid blocks. These are made by fusing many hexagonal ingots

together.
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The approximate weights of fused silica mirror blanks are

plotted against size ill Figure 10-7 for norn_al proportions. A similar

curve giving the approximate cost of fused silica mirrors is shown in

Figure I0-8.

Inertia. There are two optical parameters that have strong effects on

the effective inertia of the system. The first is the use of a fine point-

ing system employing movement in the focal plane of a transfer lens,

or movement of a mirror in a collimated space, to avoid having the

fine pointing system working against the inertia of the entire system.

The second parameter is the speed of the primary objective. A slow

speed primary is necessarily associated with a long structure, thus

greatly increasing the inertia of the system. In contrast, the use of a

fast (about f/Z) primary permits the use of a relatively small second-

ary and allows use of a short structure connecting the primary and
.... i_

secu_luary mirrors.
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As a part of phase II the effective inertia of representative sys-

tems for both fine pointing and coarse pointing will be estimated.

This, with the maximum error that can be handled by the fine pointing

system (as determined by field size), will allow an evaluation of the

systems with respect to the" power consumption for pointing.

Tolerances. Optical tolerances can be expressed in terlns of the root-

mean-square wave front error, as already discussed in section i0.2

where Table 10-1 gave approximate relationships between wavefront

error and contrast reduction. The wavefront error is a combination of

errors due to mirror surface errors, glass inhornogeneities, mis-

alignment of elements and defocussing. Some discussion of alignment

tolerances is given in Section i0. 3. 3.

The addition of errors expressed in I_MS form is not strictly

correct although wave front e.rrors along any path are addit£ve (and can
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cancel each other). Figure 10-9 shows how focussing error combines

with a randon_ wavefront error to reduce contrast in a receiver or

energy level in a transmitter.

I-
Z
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i
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Z
hi

25
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I I l/
WAVE FRONT ERROR ),/20 RMSj

'oX:°;o"::"_'_"_:v°"°'"°'° _//,_//I//7'/7/

/_/40 RMS

//°
/

0 20 40 60 80 I00 I I0

DEFOCUSING, PERCENT OF RAYLEIGH LIMIT

Figure 10-9. Combined defocussing and wave front errors.

::"Based on unpublished calculations by Dr. J. Kiewiet de Jonge,

Allegheny Observatory and .American Optical Con_pany.
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Thermal Tolerances. A critical area of concern in the design of

a large optical systems for space use is that of thermal control. The

effect of variations in temperature with non-uniforn_ity in temperature

distribution will be to distort the optical system. Both the structure

and the elements themselves will be distorted. However, an auto-

matic alignment system can be provided to compensate for the effects

on the structure. Thus, it is the effect on the largest element (the

primary mirror) that is of greatest immediate concern.

The effects of a change in average temperature on a large light-

weight mirror have not been determined. If the effect was a uniform

expansion, there would be no change other than a change of the focal

length. However, the actual mirrors are not perfectly uniform.

Beryllium sandwich mirrors are coated with nickel that has an expan-

sion coefficient close to but not identical with that of beryllium. This

produces a bi-metal effect if the nickel is not of the same thickness on

front and back. With a sandwich mirror, it also produces a local

bi-metal effect on unsupported free plate areas, between the ribs that

form the core. Even fused silica sandwich mirrors have some _mml-

rity content and slight devitrification that would cause distortion at

some change in ambient temperature. During the time period of Phase

II, it is expected that more information on this subject will be

documented.

The effects of non-uniformities of temperature can pose an

extremely complex problem unless some simplifying assumptions are

made. The assumption will be made that the temperature distribution

in the primary mirror can be approximated by linear gradients. The

practical necessity of thermally isolating the mirror will result in any

change taking place slowly and will result in the actual ten_perature

distribution being reasonably close to linear.

A front-to-back linear gradient will cause a bending of the mir-

ror such that the change in focal length, AF, will be given by:

2F2n AT
_F =

t (10-4)
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where

F = focal length.

n = coefficient of expansion.

AT = temperature difference,

t = thickness of the mirror.

front to back of mirror.

This first order effect can be removed by focussing, but the

accompanying higher order effects will determine the actual limit of

permissible gradient. This gradient is controlled both by the thermal

isolation (with control of shielding temperatures) and by changing the

effective cross-sectional area of the core of the sandwich mirror to

provide sufficient area for conduction. In this regard, if a large

cross-sectional area is required, there is a heavy weight penalty.

Control of lateral gradients in the mirror will require careful

design of thermal shields. A linear lateral temperature gradient

..... 1_. _ r ,

wav_xron_ distortion given by:

6= nATd2
16F (10-5)

where

5

n

d

F

_T

is the total wavefront distortion.

is the coefficient of expansion of the mirror material.

is the diameter of the mirror

is the focal length of the mirror

is the difference in temperature, edge to edge along the

meridian in the direction of the gradient.

The curvature of the mirror varies with the position along the

meridian in the direction of the gradient. The result is an elongated

image in this direction. Applying this equation and a quarter wave

distortion limit to large mirrors of reasonable focal lengths, results

in a rather small ten_perature gradient tolerance; particularly for

berylliuna mirrors. However, beryllium, because of its high thermal

conductivity, will handle a greater heat flow without exceeding the tol-

erance than will fused silica. This latter factor favors beryllim:: over

fused silica.
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The two sources of heat causing thermal gradients in the mirror

are the heat within the surrounding structure and the differences in

radiation to the various parts of the front face from the exterior. Both

can be controlled by shielding although the latter source is less

controllable.

Wavelength Effects. Generally, tolerances are proportional to

the wavelength. Thus the choice of a I0.6 V wavelength of the CO 2

laser would loosen optical tolerances. However, the beamspread is

also proportional to wavelength, and if the same energy density is

desired _t the receiver, the aperture must be scaled with wavelength.

From the optical design point of view, the main effect of a

change to IO. 6 F from visible optical wavelengths is that of the materi-

als required for the refracting elements. Figure 10-10 shows the

attenuation of a typical refracting or photographic type telescope due to

iLs navzng glass components. A list of materials suitable for use at

this wavelength is given in Table 10- Z. As a part of Phase II, the

suitability of these materials for design of worldng catadioptric sys-

tems ;;'illbe in .... +;g=+o'_ It is i-___-'__.edi__te!lr._pperen+ that _ _y=*_

designed for 10.6V would be primarily a reflector. "

_0

60

7O

50

-_
o_

I°
20

I0

0

J

/
6000 6000 I0000 12000

Wove ten;_th

Figure 10-10. Transmission curve of the Lick

36-inch refractor and its photo-

graphic correcting lens.
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Table 10-2.

Material

NaCI

KBr

KCI

TIBr-Tll

(KRS- 5)

Csl

Bar 2

NaF

SrF 2

KI

IR Cutoff

microns

16

25

2O

35

50

11.5

10.5

10.3

31

Index

1.519

1 525

I 470

2. 371

I.727

1. 461

I. 313

1.439!

1.63

Optical materials.

Reflection

Loss

2 Surfaces

%

Water

Solubility Largest Relative

gins/100 Diameter Price

gm H20

7.5

8.4

6.8

28.4

13.6

6

3.6

6

35.7

53.5

34.7

0.05

44

•004

4.22

in sol

12

12

12

5

3

2-1/4 8

2-I/4 4

2-I/4 tz

7

1

2

1.5

Figure i0-Ii shows the efficiency of a typical reflecting tele-

scope due to the reflective coatings on its mirrors.

4000 6000 6000 I0000 12000

VC_PeLe,q2th

Figure I0-II. Reflectivity of evaporated aluminum and

chemically deposited silver.
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Figure I0-12 illustrates the difference in the reflectivity of both

aluminum and silver coatings and their dependence on the orientation

of the plane of polarization.

I0.3.2 Mechanical Manufacturability

Factors that affect the mechanical design of the optical system

include the launch environment, the method of obtaining optical align-

ment after launch, the method of nqaintaining the alignment, the vibra-

tion environment in space and thermal environment. These, combined

with the alignment tolerances, which are discussed in Section 10.3.3,

will determine most of the mechanical criteria for the designer.

I0.3.2. 1 Weight & Size. The primary mirror cell weight depends

strongly on its orientation during launch relative to the steady acceler-

ation and shock loads. Beryllium mirrors would require less weight

of launch support than fused silica: making £he tota! weight saving

using a beryllium mirror considerably greater than the savings of the

blank weight alone. Evaluation of system weight will be done as part

uf Fi,a_ iT.

10O

,-2
c

O

O

n

{}

C

_B0

O

Ill

70 0

Silver

I/ RpR, /

/ °

Aluminum

R,

,_ _o /_ 4'0 ._o 6'0 7b 8'o 90
Angleof Incidence,Degrees

Figure I0-12. The reflectances of aluminunq and silver for different

angles of incidence, when the plane of polarization is

parallel (IKp) and perpendicular (Rs) to the plane of
incidence.
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The weight range for the mechanical and optical structure of the

telescope proper is shown in Figure 10-13. These are for a telescope

using beryllium optical components given as a function of aperture.
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Figure 10-13. Preliminary weight estimate.
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I0.3.2.2 Inertia. The inter-relationship of mechanical design, align-

n_ent system and thermal control of the structure is complex. It can

best be understood by considering that the misalignment from thermal

expansion could be minimized by the use of low-expansion control rods.

This would be at the expense of some additional susceptibility to vibra-

tions, but would reduce the amplitude and rates of thermal distortion

that must be corrected by the alignment system actuators.

I0.3.2. 3 Tolerances. The alignment method of the optical elements

after launch determines the amount of structure that must maintain

their integrity through the launch environment. Generally, refracting

elements of normal sizes can be held to their required tolerances by

careful design of mountings, but a Cassegrain secondary mirror can-

not easily be held to its functioning tolerances. Alignment between a

primary mirror and refracting elements placed concentric to the mir-

ror can be held by careful design,+ but the weight of the cell is

increased somewhat.

_, r ,I • • i • •

ture of the telescope proper is shown in Figure 10-14. These costs

are for a telescope using beryllium optical components as a function of

aperture.

I0.3.3 Alignment

In general, the alignment tolerances on elements of a telescope

are determined by their function in the system and the wave length of

light. Thus, as the size of a telescope is increased, the tolerances do

not scale and maintaining alignment becomes more difficult.

The order of magnitude of these tolerances can be seen from the

following tolerance relationships for Cassegrain telescopes. All posi-

tions are relative to the primary mirror. The tolerances are:

I0-21
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Axial position of the secondary mirror

Zk
max

= k-_- 4 +
2

(10-6)

based on the criterion --wavefront error not to exceed

k/4:

Decentration of secondary mirror

13 f3k

6 max - 2
m • m

(lo-v)

based on a comatic image not to exceed Airy Disc Diameter.

0

8

0

D
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Symbols :

k =

f =

m =

3. Tilt of secondary mirror

13 f3k

0max = B (m3-m) (10-8)

based on a "comatic" image --not to exceed Airy Disc

Diameter.

4. Position of focal plane

× (4 f2ACma x = -_- + 1) (10-9)

based on the criterion that wavefront error is not to exceed

k/4.

wave length

focal ratio of Cassegrain system

magnification of secondary mirror of the Cassegrain sys-
tem = C/B

A, B and C are shown in Figure 10-15.

Yoi_r_._ _ givc,_ by _qu_i_. 13-13 =_ t_'iuLL_d i. i:_._

10-16 for k = 20}a- in.

Tolerances as given by equation 10-7 are plotted in Figure 10-17.

The tolerance budget of a system must be realistic in the sense that

the designer is given every freedom possible. As an example, the

PRIME FOCUS

FOCAL PLANE

Figure 10-15. Components of a Cassegrain system.
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12 13 14 15

MAGNIFICATION

Figure 10-16. Tolerance on axial position of the secondary mirror

of a Cassegrain telescope.

equations just presented for a Cassegrain telescope tacitly assume that

the focus is maintained by the control of dimensions A and C. If the

focus were maintained by observation of the image in the focal plane

(by an observer or auton_atic focusing device), then the half range of
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Figure I0-17. Focal ratio--primary mirror.

axial position of the secondary mirror, without introducing wave front

errors exceeding one quarter wave, becomes

256 k f4

h = 5 4 3 (I0- i0)
m -m -m +I

This provides considerable relaxation of this tolerance, and makes use

of an optical focusing device very desirable.

There is need for an automatic alignment system of some type

due to the difficulty in maintaining the close tolerances set by the wave

length and type of system. The size limitation is a function of the

optical system design, the structural design and the thermal control
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that is provided, the main source of structural distortion will be the

thermal behavior of the system.

In a parametric study, it is difficult to establish the trade-off

between the system complexity and weight in the region where the

active alignment system is marginal. However, the factors can and

will be approximated in Phase II of the study for some systems.
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5. American'Optical Co., Feasibility Study of a 120-inch
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NASA-Langley Research Center.

6. Brush Beryllium Co. , Cleveland, Ohio (prices on beryllium
mirror blanks )
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9. Harshaw Chemical Company, Catalog--I.R. materials
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ll. 0 SPACECRAFT PRIME POWER GENERATION

In this section the performance characteristics and system

applications of space power sources applicable to a range of power

from fractional watts to many kilowatts and to mission lengths from

hours to several years are surveyed. Among the devices discussed

are primary batteries, fuel cells, photovoltaic arrays, and nuclear

and solar powered thermoelectric and thern_ionic converters.

II. i PRIME POWER SOURCES FOR POWER LEVELS UNDER ONE
KILOWATT

Only two types of power sources warrant serious consideration

for power levels less than 1 kw and missions longer than approximately

one month. They are solar photovoltaic array and radioisotope

thermoelectric generator (RTG). For shorter missions there is a

trade-off for power levels up to several kw between these types and

primary batteries or fuel cells. One type system or the other will be

optimal depending on the exact mission requirements. Figure ll-l;::

300 mi. orbit with a power level of approximately 1 kw and 50%

redundancy (the actual n ambers are not meant to be taken literally).

II. I. I Fuel Cell Systems

Several different fuel cell systems are under development.

Primary emphasis has been placed on the development of hydrogen-

oxygen (hydrox) fuel cell hardware for the Apollo, Gelnini, and Le_rl

power systems. The hydrox fuel cell, both primary and regenerative,

appears to be best suited for space power systems. }3iochen_ical cells

are in the basic research stage and show little promise of ever serving

as major power sources. Assuming satisfactory development, the

most probable use of these cells will be in closed biological systems

where the fuel cell assists in converting organic wastes to a reuseable

material.

;:"Gourtesy of Pratt &Whitney, a fuel cell manufacturer.

II-I 6 February 1966
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Primary Hydrox. Space applications of prilnary fuel cells are basically

restricted by fuel storage requireluents. The fuel consumption rate

and therefore the efficiency became the most important performance

criterion. Other factors such as cell weight and volmxle may be

in_portant for very short duration missions. State-of-the-art hydrox

fuel cell systems can realize 50 to 60 percent overall efficiency.

Including fuel and tankage requiren_ents energy densities are in the

830 to 910 watt-hours/lb, range. No other competitive chemically-

fueled system has achieved such a high energy density. Supercritical

cryogenic fuel storage appears most suitable for space use, although
i?

such storage currently limits systems to about 30-day operation.

Basic fuel-cell power densities on the order of 12 watts/lb, are typical

for state-of-the-art systems but an improvement to 25-35 watts/lb, is

expected during the next few years. Typical fuel cell performance to

be expected by 1970 is depicted in Table ll-1. Figure 11-2 depicts

fuel cell power systen_ specific energy versus naission length for

various power levels.

Table II-I. Fuel cell battery specifications.

Reactants

Specific Fuel Consumption
(ib/hr at 0.2 kw)

General

Electric

H 2 , 02

0. 087 H 20. 696 O 2

Allis -

Chalmers

H Z, 02

0. 080 H 2

0. 640 O Z

Volts/cell at 0.2 kw

Specific Heat Output
(btu/kw hr at 0.2 kw)

Electrolyte Type

Operating Temperature

Power Density (vol)

(less fuel and tankage)

Power Density (wt)

(less fuel and tankage)

0.93

2160

Solid

(IGM Polymer)

167°F

3. i kw/ft 3

29 - 33 w/ib

1.0

900

Capillary
held KOH

210°F

I. 7 kw/ft 3

30 w/lb
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The major fuel cell development effort has occurred as part of

the Apollo (2 kw), Gemini (2 kw), and LEM(I kw) power system pro-

grams. The selection of the hydrox fuel cell for these missions

resulted from several detailed studies which considered not only the

power system performance but also the influence of the power system

on other systems and environments of a manned vehicle. The fuel

cell has many desirable characteristics especially when analyzed from

a vehicle integration standpoint: 1) ].ow volurne (fuel cell only), self-

contained system that is independent of vehicle orientation, 2) high

efficiency operation (50 to 60 percent) which minil_izes heat rejection

requirements, 3) relatively low temperature operation which minimizes

containment hazards for manned vehicles, 4) generation of potable

water by the electrochemical reactions thereby reducing the overall

system weight for manned missions, 5) hydrogen and oxygen fuels
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which may pern_it integration with life support and/or propulsion sup-

plies, and 6) adjustable power output with shut-down and restart

capability. Poor reliability is currently a serious disadvantage that

necessitates costly development and test programs.

In general, primary hydrox fuel cells should be expected to serve

as an important space power source for misslons up to a few months

in duration and for power requirements up to several kw. Minimum

lead times on the order of 18 to 24 months should be expected with

high development costs in the 5 to I0 million-dollar range for systems

in low kilowatt sizes. Larger systems will be more costly to develop

but because of the modular design approach, costs per kilowatt should

be firm. Hardware costs on the order of $40 to $60/watt will probably

be typical for the next several years.

Regenerative Hydrox Fuel Cells. Several studies have been performed

4- ..... 1_ _ J- . _1

_, cv_uua_e ule performance of regenerative fuel systems. Table II-2

presents a set of typicalresults. The general conclusion is that any

adwantage over battery systems is probably marginal unless extremely

large ;_mounts o_ energy 1_ust be stored. The basic disadvantage of the

regenerative fuel cell is a low charge efficiency of approximately 50 to

60 percent. Electro-Optical Systems has a hardware contract to build

a small 75 watt regenerative cell with a storage capacity of approxi-

mately 400 watt-hours. The cell is optimized for earth orbit applica-

tions providing energy storage for a solar cell array. The LOS work

indicates that 13 to 20 watt-hrs/Ib is realizable. A life of 3000 cycles

appears currently practical with a high probability of improvement to

at least 10,000 cycles. The cell is completely self-contained with fuel

storage in the electrodes.

II. 1.2 Primary Battery Systems

The most reliable space power system is the manually activated

primary battery. Unfortunately, its reliability is off-set by excessively

high weights for missions longer than a few days duration. Most

prin_ary battery development work has been directed toward silver-zinc

11-5
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types. Currently AgZn primary battery energy densities of 60 to 80

watt-hr/Ib are attainable. It appears probable that continued effort

will improve this performance to I00 to ll0 watt-hrs/ib in the next

few years. A summary of typical primary battery performance is

given in Table ii-3.

II. 1.3 Photovoltaic Array-Battery Power Systenas

General Considerations. The photovoltaic array-battery power system

consists of the photovoltaic array, an energy storage facility in the

form of an electrochemical battery, and power conditioning equipment

as necessary to provide adequately regulated power to a bus. It is

assumed that the spacecraft power demand consists of relatively short

duration peak loads superimposed on a lower level continous load. In

addition, the photovoltaic array must provide sufficient power to

in the case of an orbiting vehicle, during that portion of the orbital

period that the vehicle is in sunlight. The battery must provide suffi-

cient energy _Lurage capacity Lo auppie_l_l_t _l"_y puw_l _a li_u_y

for peak load periods as well as to carry the essential continuous load

during periods when the array is not supplying full power. The battery

must be assumed to carry al__!loads during launch, mid-course

maneuvers, and periods of orbital eclipse. For an orbiting vehicle, ,

energy storage requirements and hence power system weight will

depend upon the eccentricity , altitude and inclination of the vehicle

orbit, as well as on power requirements.

|

0

Photovoltaic Array. At intermediate power levels a choice must be

made between an oriented or a non-oriented photovoltaic array and

between various array geometric configurations. The choice depends

on i) the balance between a decrease in photovoltaic array weight size

and cost versus an increase in system complexity and developmental

cost with orientation and 2) limitations on array moment of inertia

imposed by the vehicle attitude control systen_ and packaging limitations

11-7
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imposed by the launch vehicle space envelope. It is generally true that

for power levels in excess of i00 watts an array oriented normal to the

incident solar illumination is more favorable fro]_l the standpoint of

weight, area, cost and reliability than a non-oriented array. With

respect to weight, area and cost an oriented planar array is the

optimum geometric configuration. However, use of the planar array

is not practical on spin stabilized vehicles in which case an oriented

cylindrical array is the optimum geometric configuration.

For a given array design, oriented photovoltaic array power is

a function of incident illumination intensity I and array temperature T.

Array power at constant temperature is linearly related to illumina-

tion intensity over a wide range of intensity.

I

P(I,T) = P(I1, T)_- 1 (ll-1)

The variation in array power with temperature at a constant intensity

over a range from -50°C to Z00°C is typically

(SP_ oC (ii-2)-_- . = -0.005 P(I, To)

where T is an arbitrary reference temperature. Therefore
O

P(I, T) = P(I, To)+ _ I

where

AT = T-T
O

The general array power is a superposition of these two effects

P(I, T) = P(I o, To) + _ AT (l 1-4)
o I

The array temperature is a function of the illumination intensity,

as well as the geometric configuration of the array, the absorptive and

ernissive properties of the array surfaces, and of the effective tempera-

ture of the region to which the unilluminated face of the array is

radiating heat.
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The conventional technique for protection of the photovoltaic
cells against the degrading effects of particle radiation is the use of

transparent cell covers as shielding. The degree of protection from

radiation damage afforded by such methods depends of course on the

thickness of the covers as well as upon the protective properties of the

material used. A supplementary technique consists of overdesigning

the array to an extent that it will maintain an acceptable power output

for the duration of the mission after being degraded to the degree pre-

dicted on the basis of the known or anticipated radiation environment.

For a given radiation environment and power requirement, there is an

optimum compromise for minimum weight between increasing cell

cover thickness to reduce degradation and increasing the size array so

that it will continue to deliver the required power after being degraded.

A study of solar array degradation as a function of time during

Earth-Mars transit due to solar flare activity has been made for 30

mii and 45 mii quartz covers on the basis of an assumed March 1969

launch date. The principal cause of array degradation by solar flares

is proton radiation. Thirty and forty-five mil quartz covers are
,impervious to protons having energies less than !0 _ev and !5 ____ev

respectively. Tables 11-4 and 11-5 list approximate percent of initial

solar array power capability remaining in successive months following

the March 1969 launch for 30 rail and 45 rnil quartz covers.

Weight and power output of normally oriented photovoltaic arrays:

are directly proportional to surface area over a power range of

approximately Z5 to 500 watts. The watts/ib and watts/ft 2 figures

cited for planar and cylindrical arrays are based on construction prac-

tices, area utilization factors, and fabrication losses characteristic of

Surveyor and Syncom photovoltaic arrays respectively; the availability

in quantity of IZ_0 efficient n/p silicon photovoltaic cells; and the use

of 30 rail thick quartz cell covers. Figure 11-3 depicts specific weight

versus solar distance for oriented planar solar arrays.

Energy Storage Subsystem. Two types of secondary batteries warrant

consideration, the AgZn type and the AgCd type. The AgZn type has an

ii-I0

l

g

g

g
|

|

II,

i
|
m

!

!

a

g

a

0

g



Table 11-4. Solar array degradation in Earth-Mars transit by solar

flare activity n/p silicon cells with 30 mil quartz
covers.

i

i
m
N

m

l

|

Total Proton Flux (Protons/Cm 2 having

E > I0 mev)

Month

1969

March (Launch)

April

May

June

July

August

Septembe r

Octobe r

November

December

1970

January

February

March

(Max.)

0

5x 109

10
1.4x10

10
1. Sxl0

(Min.)

0

2.8x 109

5 x 109

8 x 109

I0
3x10 1.4xl

I0
4x10 1.6xl

._I0
5xlU

10
5.5x10

lO
6.0xlO

6.3 x i0 I'_

1.8xl

2.5xl
1

3xlO

R zl ..r 1

I0
7x10

7.5xi0

I0
8x10

i0
4x10

I0
4.4x 10

4.8x I0

10
0

10
0

1N

0-v J

010

0

0lu I

10

10

I00

95

93

91.3

90

89

88

87.2

86.8

86.0

85.7

85.0

84.6

*Q = Percent of original power capability remaining

Q

(Min.)

100

93

9O

88

86.6

85.2 •

84.2

83.2

82.6

Q'_ ¢I

81.0

80.6

80.0

n

o

energy density approximately twice that of the AgCd type but has

reduced cycle life and shelf life. Battery weight and volume are

directly proportional to energy storage capacity over a wide range

since all are directly proportional to plate area for a given battery

construction technique. For conservative construction techniques

chosen for maximum cycle life and reliability, it is estimated that by

1970, AgZn secondary sealed batteries will be capable of a useful

energy storage capacity of 30 watt hrs/ib and 3 watt hrs/in 3 while

ii-ii



Table ii-5. Solar array degradation in Earth-Mars transit by solar
flare activity n/p silicon cells with 45 rail quartz
covers.

Total Proton Flux (Protons/Cm 2 having

E > 15 mev)

Q * Q

Month (Max.) (Min.) (Max.) (Min.)

1969

March (Launch)

April

May

June

July

August

September

October

November

1970

Janua ry

February

March

0

2.5xi09

7 x lO 9

9
9x10

I. 5 x I010

2 x 10 10

10
2.5xi0

i0
2.75 x 10

3 x 10 lO

10
3.]_ 10

i0
3.5xi0

3.75 x I0 I0

4 x I0 I0

0

1.4x 109

2.5xi09

4x 109

7x 109

8 x 109

9 x 109

10
I.25 x i0

I. 5 x I0 I0

1. 7 x 1010

I0
2x10

i0
2.2xi0

i0
2.4xi0

lO0

96

95

94

92

91.5

91.0

90.0

89. O

-88.5

87.5

87.3

87.0

i00

95

92

91

89

87. 5

86. 5

86

85.8

85.6

85.4

85.3

85.1

_:=Q= Percent of original power capability remaining

AgCd types will be capable of 15 watt hrs/lb and Z watt hrs/in 3 at an

ambient temperature of 25°C. Figures 11-4 and ii-5 give battery

weight and volume versus useful energy storage capacity for AgZn and

AgCd batteries, assuming 50% depth of discharge. Battery shelf life

and cycle life are quite empirical functions of depth of discharge as

well as of charge and discharge rates, ambient temperature and

charging method. All these parameters must be optimized for a given

application.
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Power Conditioning Subsystem. The power conditioning and regulation

subsystem weight and volume is a function of power, voltage regula-

tion, and frequency requirements. Since it is common practice to

employ local power conditioning units to meet the special requirements

(e.g., 400 ~ 3_) of the various spacecraft subsystems, only DC-DC

conversion as required to provide a regulated 28 VDC bus from the

unregulated power inputs of the battery and photovoltaic array will be

considered here. A plot of typical DC-DC converter weight and vol-

ume versus regulated output power is shown in Figure 11-6 for Z4-30V

input and 28 +0.2% output voltage at 80% conversion efficiency. It wil]

be observed that the curve is relatively linear over a wide range with

an approximate slope of 33 lb/kw. For simplicity in noting parametric

relationships, in view of the small fraction of total system weight
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comprised by the power conditioning subsystem iinearity may be

assumed without introducing excessive error.

II. 1'4 Radioisotope Thermoelectric Generator-Battery Power System

General Considerations. The principal advantage of the RTG system

over the photovoltaic system is that the power output of the former is

independent of the solar illumination intensity and continues undim-

inished during launch, midcourse maneuver, planetary encounter, and

eclipse. Energy storage requirements can thus be reduced to only

those required to handle peak loads, with a corresponding reduction in

battery weight for a given mission power profile. The RTG system

also has the advantage of being relatively immune to degradation by

particle radiation which would be harmful to the photovoltaic array

system. The principal disadvantages of the RTG system are the waste

heat and nuclear radiation produced by the RTG. The latter is unde-

sirable not only because of its harmful effects on the spacecraft and its

Q
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payload, but also because of the hazard it poses ior personnel before

launch or in the event of a launch accident.

Radioisotope Thermoelectric Generators. Radioisotope powered ther-

moelectric generators (RTG) hold promise for space vehicle applica-_

tion because of their inherent reliability and simplicity. Two broad

classifications of radioisotopes considered suitable for use in RTG

applications (where high thermal energy release/mass is required) are

alpha and beta emitters. The principal selection criteria are as

follows:

a. Activity and power --high specific activity (curies/gram) and

high specific (heat) power (watts/gram)is desirable.

b. Half-life--must be sufficiently long to achieve necessary

I_TG life without the need for excessively large quantities of

fuel.

c. Shielding requirement should be as small as possible.

ii-15
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d. Cost and availability should be favorable: Figure 11-7 gives

characteristics of common radioisotopes.

The 25 watt SNAP 11 RTG being developed for advanced versions

of Surveyor has an electrical power density of approximately 1 watt/lb

and 13.8 watts/ft 3 of total volume envelope (including radiator fins),

when shielded as required for use on unmanned spacecraft. By 1970 it

is conservatively estimated on the basis of anticipated progress in

RTG development that 2-3 watts/lb and 30-40 watts/ft 3 of total volume

envelope will be obtainable from similar units in the power range 25 to

500 watts with adequate reliability and life. More sophisticated types

of RTG's using convective heat transfer (by circulation of a liquid

medium through passages within the radioisotope fuel) instead of con-

ductive heat transfer promise greater power densities at power levels

above 100 watts. For RTG's employing conductive heat transfer, weight

is approximately directly proportional to power output in the power

11-16
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range 25 to 500 watts, for fixed values of hot and cold junction temper-

atures. Figure 11-8, based on a conservative power density of 2 watts/

lb, depicts unregulated power output versus weight for a Plutonium 238

RTG utilizing conductive heat transfer. The RTG falls within the gen-

eral category of energy conversion devices commonly termed heat

engines. The thermoelectric element operates between a heat source

and a heat sink at an efficiency less than that of a Carnot engine oper-

ating be.tween the same source and sink temperatures. An adequate

heat rejection system is a necessary part of the RTG design. The

simplest such system consists of fins having a high emissivity coating.

The heat flux radiated to space from the fins of an RTG of the SNAP-1 I

type will in generaI be in the range of 290 watts/ft 2. Figure 11-9

shows the radiator fin area required versus unregulated electrical

power output at the 5% conversion efficiency typical of the Pb Te ther-

moelectric elements used on the SNAP-11 RTG, and at higher effi-

ciencies anticipated by 1970. Figure 11-9 assumes thermal radiation

to space because, in order to avoid the detrimental effects of RTG

50O

1-

400
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o 300
w

J

_: 201)
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Z

K- IIX)
Z
O
u

Figure Ii-8.
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Plutonium 238 RTG power vs weight and volume.
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produced high temperature on the spacecraft and its"payload, it will be

necessary to mount the RTG externally. Figure ii-9 also assumes

that all isotope heat is supplied to the thermoelectric elements. Actu-

ally, since the heat output from the radioisotope source activity

decays exponentially with time, more heat is available at the beginning

than at the end of the I_TG's design life. If the heat input to the ther-

moelectric elements decreases, the hot junction temperature will

decrease and the conversion efficiency of the elements will drop. This

results in wide variations in power output if the mission duration is not

considerably less than the isotope ha]f-life. Thermal control is pro-

vided in order to maintain the heat passing through the thermoelectric

elements at a constant optinnum level, regardless of the decay of the

radioisotope source. The 11uostcommon technique is the use of a high

temperature radiating surface to bypass surplus heat away from the

thermocouples at the beginning of the mission. The area of this

11-19
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radiator and hence the amount of heat bypassed is regulated by a ther-

mostatically controlled shutter, the position of which is a function of

radioisotope half-life and activity.

A further environmental consideration for RTG power systems is

the effect of nuclear radiation produced by the decaying radioisotope

fuel on the spacecraft and its payload. Typical radiation limitations

for unmanned spacecraft are given in Table ii-6. To comply with

these limitations the SNAP-If incorporated shielding to the extent of

0.2 Ib/watt. More advanced RTG designs may permit reduction of

shielding weight to 0. I Ib/watt.

Energy Storage Subsystem. The same energy storage subsystem con-

siderations apply as in the case of the photovoltaic array-battery

power system.

Energy

Grouping

Lmev}

1.0 &up

0.7-1.0

0.6-0.7

0.5-0.6

0.2-0.5

0.2 & lower

Totals:

Gamma/cm2/sec

263

2ZI

640

244

446

3510

53Z4

MRAD/hr

0.51

0.35

O. 78

0.25

0.32

1.34

3.55

Energy

3- 10 mev

i. 4- 3 mev

0.9-1.4 mev

0.4-0.9 mev

0. i-0.4 mev

17- I00 kev

3- 17 key

0.55-3 key

i00-55 ev

30- i00 ev

MREM/hr

41. l

92. 3

52.7

55.7

20.8

1.8

0.16

0. 028

0. 004

0. 0005

264.59

l

!

I
I

I

I

I

I
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Power Conditioning Subsystem. The same power conditioning subsys-

ten_ considerations apply as in the case of the photovoltaic array-

battery power system.

RTG-Battery Power System Performance. Figure 11-10 and Figure

11-11 show RTG-battery power system weight as a function of the con-

tinuous unregulated power output with energy storage capacity as a

parameter.

11. Z PRIME POWER SOURCES FOR POWER LEVELS GREATER
THAN ONE KILOWATT

For power levels greater than one kilowatt and missions longer

than several weeks, only solar and nuclear power systems can be con-

sidered. Battery and fuel ceil systems are ruled out on the basis of

excessive weight. Solar power systems warrant consideration for

missions relatively nearer the sun. The exact solar distance at which

500

_r 400

o 300
I--

z 200

0

z

I- I O0
z

oo

S,0R_E.*.,T,0_= 30°X'.'
600 _. _ ".,J

! 900.\"_

I ,2o0.\"4.oo 

0 5,0 !00 150 200 250 300 350 400

POWER SYSTEM TOTAL WEIGHT, POUNDS

Figure ll-10. RTG-battery power system unregulated power vs
weight. Piutonium 238 RTG, AgCd battery,
Z5°C temperature.
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a solar power system becomes lighter than a comparable nuclear sys-

tem depends on their actual specific powers.

II.2. 1 Solar Power Systems

Photovoltaic systems are by far the most appealing of solar

power systems for use over the next fifteen years. They are capable

of specific power of approxiz_nately 12 watts/ib ':=and have proven high

reliability. The same considerations set forth in Section ii. 1 for

lower power photovoltaic systems are valid for power levels up to I0

lIW. For higher powers, performance may be improved appreciably

through techniques such as deployment in flight of stowed flexible

arrays, such as the Hughes LASCA (Large Area Solar Cell Array)

being developed for the Air Force.
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Solar thermoelectric power systems are less attractive than

photovoltaic systems because of their lower efficiency (5o/0to 8%)

necessitating correspondingly larger deployed areas and reduced spe-

cific power (2 to 8 watts/ib depending on the source of information).

In addition reliability problems associated with the fabrication of ther-

moelectric elements into generators cast doubt on the practicality of

solar thermoelectric systems for long missions.

Solar thermionic systems operate most efficiently with very high

emitter temperatures (1200 to 2000°C); thus, they require extremely

accurate concentrating mirrors and precise mirror orientation. Con-

centrator orientation requirements for thermionic systems are ±0. l°

of arc with comparable mirror surface accuracies. Although solar

thermionic converters are capable of efficiencies of 15%, reflection

losses in the concentrator and converter reduce this to I0% or less.

Design specific powers of 5 watts/Ib in near earth space are antici-

pated for solar thermionic systems, but have yet to be achieved.

Apart from specific power of thermoelectric systems not being com-

petitive with that of photovoltaic systems, the reliability problems

....... Suul pi_ise _-': ..... "" ....... L'I:... 1 ....Ui leilCc_CIUii bc_IJc_Uili_ _ for Iwli_

missions in a space environment are foreboding.

Solar dynamic power systems are at a very early stage of devel-

opment and pose severe reliability problems (due to mechanical com-

plexity, problems with bearings and seals) which are likely to pre-

clude their use on extended missions.

II.2.2 Nuclear Power Systems

The high specific energy content of nuclear power systems (106

watt hrs/Ib) makes them extremely attractive for long missions (sev-

eral weeks to many years) and high power levels. Nuclear power sys-

tems may be divided into two general categories: reactor systems and

radioisotope systems.

Radioisotope thermoelectric generators (RTG) currently have

specific power densities of approxi1__ately 1 watt/lb. However, it is

probable that the use of higher temperature thermoelectric converters

11-23



will probably improve this performance to 2 to 3 watts/ib in the next

several years. Radioisotope power systems pose problm_s for higher

power levels, particular]y for long missions. The number of isotopes
having half-lives sufficiently long for 1_nissions longer than one year is

limited to Pu 238, Cs 137, Sr 90, and Cm 144 (all have half-lives in

excess of 18 years). More rapidly decaying isotopes would require

dissipation of much greater amounts of heat early in a mission in

order to provide a given power output at the end of the mission. Iso-

tope fuel cost may well be a significant factor for high power RTG sys-

tems. Fuel costs range from $500/watt(e) for Sr 90 to $2Z,000/

watt(e) for Pu 238. The reliability of RTG systems may well dictate

their use at power levels as high as several KW on long missions until

reactor system reliability is improved. Isotope heat sources are not

well suited to higher efficiency thermionic converters due to the tem-

perature constraints of fuel cladding technology. (Thermionic con-

verters require emitter temperatures of 1400-1500°C to achieve effi-

ciencies above I0%.) The lower efficiency of thermoelectric

converters requires that the RTG dissipate up to 19 watts of thermal

energy for every waft of electrical energy produced. This i_ in addi-

tion to waste heat which must be rejected early in the mission to com-

pensate for the isotope activity decay curve.

For missions later than 1975, reactor systems should supersede

I_TG's with reactor thermionic systems by far the most promising of

these. The thermionic converter has a higher heat to electrical

energy conversion efficiency (potentially Z5 to 30%o at emitter tempera-

tures of 2000°C) than thermoelectric converters (5% to 8%). Its high

operating temperatures permit high waste heat rejection temperatures

which reduce the required radiator area. In the absence of sufficient

solar illumination to render photovoltaic arrays competitive, it is gen-

erally felt that reactor thermionic systems will be optimal for power

outputs above 1 KW in the time period beyond 1975. Various nuclear

thermionic system configurations are illustrated in Figure ii-12. Of

these, the converter integral with the reactor (b) offers potentially

greatest perforpnance for given weight and volume.

II-Z4
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Figure II-12. Comparison of nuclear thermionic systems

(General Electric).
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Studies have been made at General Electric to determine com-

parative performance data for converters in heat exchanger, in radi-

ator, and in reactor. Their data, which was published in reference
Ii-I, is included in Tables 11-7, 11-8, 11-9, and II-i0.

For the two systems having converters external to the reactor,

temperature ranges were selected to include current liquid metal tech-

nology and what they considered to be a practical upper limit (1800°F-

2400°F). System weights include only minimum shielding required to

protect the components.

In the heat exchanger design, the anodes are cooled by a separ-

ate radiator loop. The in-radiator design utilizes radiation fins

attached to the anodes so that comparable performance would be

obtained; cathode and anode temperatures are the same in both cases.

The heat exchanger design shows a slight specific weight advantage

over the in-radiator design. Although converters would have a longer

life eXDectancv...... . ........=_+R=== !owerv temperatures, _'"Ln_ir performance would

be marginal and sensitive to relatively small temperature fluctuations.

The very high specific power outputs quoted in Table 11-10 are

optimistic and at any rate ann]v on]y to v_ry high po,,,_- 1_,.01o (1 ._,

awatt). Typical of lower power reactor thermionic converters is the

General Electric•STAR-R system. The 20 KW STAR-R system weighs

3210 lb (6.23 watts/lb). This performance should be relatively linear

over the power range 1 KW to 100 KW. Nuclear therrnionic systems

have not yet reached the flight hardware phase and are not likely to be

adequately developed for flight use before the mid 1970's.
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12.0 BACKGROUND RADIATION AND

ATMOSPHER IC AT T E N UATI ON

12. 1 INTRODUCTION

The effect ofexternalnoise is of great significance in detern_ining

ultimate communication system performance. Such information as is

currently available concerning external noise sources relevant to

optical and microwave space communication systems is summarized

in this section. The principal types of noise encountered are:

I. Cosmic noise, originating outside the solar system

2. Terrestrial noise, originating from the earth or its sur-

rounding atmosphere

3. Solar system noise, other than terrestrial, originating from

the sun, the planets, or their satellites.

Unless otherw_ise stated, all measurements of extraterrestrial radio

and optical background are corrected for atmospheric attenuation and

r err action.

IZ. 2 MICROWAVE RADIO FRE;_UtSNGY t3AG!ttDI<tDL]NI)

IZ. 2. I Comparison of Radio Frequency Noise Sources

Relative contributions to microwave system noise from various

sources may be conveniently compared in terms of antenna noise

temperature. If the noise power incident on the antenna is constant

over the bandwidth of interest,

P
T =

a k#

whet e

T =

P =

=

k =

the antenna temperature is

antenna temperature (OK)

incident noise power (watts)

bandwidth (cps)

10 -23Boltzmann's constant (I. 38 x joules/°K)

Noise from extended sources, large relative to the antenna bea1_-

width, is commonly specified in terms of brightness or brightness
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temperature. Brightness is defined as irradiance in watts/meter 2 per

cps of bandwidth incident on an antenna having an angular beamwidth

of one steradian. The brightness temperature of an extended source at

a given frequency is defined as the temperature of a black body surface

subtending the same solid angle as the source which would produce the

same brightness at that frequency. The brightness temperature is

related to the brightness by the Rayleigh-Jean's approximation to

Planck's law,

k Z B

2kT b

whet e

T b = brightness temperature (oK)

B = brightness (watts/meter 2

X = wavelength (meters)

The antenna temperature is given by

B k20
aT =

a 2k

in terms oi brlglatness or by

T = Tb0a a

steradian) per cps

in terms of brightness temperature where 0
a

of the antenna. Noise from sources having small angular subtense

relative to the antenna beamwidth is customarily specified in terms

of irradiance (watts/meter2)/cps of bandwidth. The irradiance is

related to the source temperature by the Rayleigh-Jean's approxima-

tion to PlanckWs law,

is the angular beamwidth

T

whet e

S

T
8

k 2 S

s 2k 0
S

= irradiance (watts/m 2) per cps

= source temperature (oK)
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The antenna ten_perature is given by

SA
a

a 2k

in terms of irradiance or by

e S

T =m T
a 8a s

in terms of source temperature where A a is the effective antenna area.

12.2.2 Effects of Terrestrial Atmosphere on the Measurement of
Extraterrestrial Radio Source Characteristics

In general terms the at_nosphere lnay be considered transparent

from 0.03 gcps (10 meters) to about 1.5 gcps (20 cm). At lower fre-

quencies the ionosphere can modify intensity both _brough _h_.orption

and emission and by producing divergence or convergence. At higher

frequencies absorption and emission occur in the troposphere due to

atmospheric attenuation, it is usual to measure it at the tinae of obser-

vation with the radiometer being used. Atmospheric attenuation is dis-

cussed quantitatively in Section 12.2.5.

12.2.3 Cosmic Background Radiation

Galactic Background

The sun is a small star in one arm of our spiral planer galaxy.

Antennas see a higher temperature source when pointed along this

galactic plane than otherwise. H. Ko (1) has summarized eight of

the most reliable measurements of galactic noise spatial distributions

at various frequencies in Figures 12-1 through 12-8. These maps

cover the frequency range 60 rnc to 910 rnc. The isophotes give sky

brightness temperature in degrees Kelvin and are plotted in celestial

coordinates, Epoch 1950. The relative accuracy vdthin each map is

stated to be 5 percent to Z0 percent.
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The maps have general similarities but differ in local structure.

The general structure of the isophotes may be conveniently repre-

sented as a superposition of symmetrical and non-symmetrical dis-

tributions. There are three symmetrical distributions:

I) A narrow bright belt of radiation about 3 ° wide lies in the

galactic plane and is concentrated toward the galactic center.

This belt dominates entirely above 400 inc.

2) A very broad band of radiation is concentrated within about

15 ° to 30 ° of galactic latitude and has its maximum bright-

ness in the region of the galactic center. The brightness is

an inverse function of frequency, This band dominates at

frequencies below 250 mc and decreases to insignificance

above 400 inc.

B) There is a roughly isotropic component of radiation dis-

tributed over the entire celestial sphere. The brightness of

this component varies inversely with frequency. Above 200

mc, the brightness is so low that measurement becomes

difficult.

In addition to these symmetrical distributions, there are a number of

nonsymmetrical distributions :

I) A long finger of radiation extending along galactic longitude

350 ° from the galactic plane towards the north galactic pole

is observed between 69 mc and 910 mc, diminishing at higher

frequencies to a localized source at galactic coordinates

I = 360 ° and b = +16 ° .

2) A weak emission band appears at f = 270 ° and b = +50 °.

This hand is observed from 81 mc to 250 rnc.

Above 1 gc the background galactic brightness temperature is

very low and exclusively concentrated in the galactic center. Brown

and Hazard (2) quote 17°K at i. 2 gc with a 2.8 ° beam and 2 6°K at

3 gc with a 3.4 ° beam.

The data presented in Figures 12-I through 12-8 as discussed

above is summarized in Figure 12-9 (3). Figure 12-9 depicts noise

temperature (OK) vs frequency for the galactic center and for one of the

12-6

U

g

II

I

g

g

8
H
amt

!

g

g

U

U

D

D
n
t_



D

D

coldest regions of the radio sky. Space conqmunication systen_s can

expect noise temperatures near the minimum value for most regions

of the sky. It is apparent from Figures 1Z-i through 12-9 that the

average galactic background temperature varies inversely with fre-

quency. Several investigators (4' 5) have concluded that the

brightness spectrum is of the form

B cc kn

where n is between 2 and 2.7 over most of the spectrum.

Radio Stars

Superimposed on the general galactic background radiation are

numerous discrete sources, generally less than 1° in extent. Since the

majority of these sources cannot be identified with visible objects they

are known as radio stars. The strongest of these sources tend to occur

near the plane of the galaxy. Figure I2-10 (6) locates the ten

strongest radio stars in equatorial coordinates and gives their noise

locates most of these same sources in celestial coordinates on the

galactic noise map of Figure 12-5.

The spectra of the four brightest radio stars are shown in

Figure 12-12. Spectra of radio stars have been found to fall into one

of three categories. Two categories, Class S and Class C, follow a

power law relation of the form

Log B = -_log f + constant

t

where _ is called the spectral index. Class S sources have constant

spectral indices within experimental accuracy below 1420 inc. Class

C sources have spectral indices which vary with frequency. Class T

sources have a thermal spectrum. Of 158 sources for which informa-

tion is available 134 are Class S, 19 are Class C, and the remaining 5

are Class T. Spectra have been tabulated for all 158 sources by

Conway, Kellerman and Long (6).
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" c

.9
u_

o

.¢=

nr"

g

1o,oooli i ,
,ooL--..... __LS______ L

10 I I I I IIII I I I I I IIII

10 I00 1,000 I0,000

Frequency, megocycles g

l-_J ..... 1 ")
JJ _.Z_Z¢I_Li_ /1ui._ L_lxlperELLure. |

Aurigo Perseus
nebulosity cluster

27°K
44"K • •

Tourus A

]ou OSN2A. e715o K166OK ,,
Rosette nebulo

199°K
I Iol s I o_ I,o5 1 o131 J,

Orion nebulo
2450K

Fornox A •
106°K

- 70

_ Cossiopeia
•3720°K

- 50

- 30

Cygnus A
• 2650OK

Virqo A
332°K

-10 •

I I I ! I I I I I I I

oz'3' 21 _ 19 ' _'7 ' 1'5 ' i3
HO

-30

- Centourus A •

-50 464°K

-70

Declinotion, deg

II
i

g

g

g

!

U
Figure 12-10. Radio stars at 378 mc.
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Hydrogen Line Emission by Interstellar Gas Clouds

Radio astronomers have detected an essentially monochromatic

spectrum line due to the radiation of atomic hydrogen at a wavelength

of 21 cm (1.42 gcps). The hydrogen line emission is a Inaximum along

the Milky Way with a distribution over the sky roughly similar to the

general galactic background. It has a maximum brightness temperature

of I00 ° and maximum brightness of 6 x 10 -Z0 watts/m 2 steradian per

cps. This is well in excess of the general galactic background at that

frequency. However, since this is limited to a single wavelength, it is

unimportant as a source of interference.
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IZ. 2.4 Solar System Noise

Solar Noise

The equivalent noise temperature of the quiet sun varies from

7 x 105 OK at 0.3 gcps to 6000 K at 30 gcps. The observed values of

sun temperature between 0.25 gc and 35 gc follow closely the relation-

ship (12-7)

675 1 lOgl0 6(f - 0. I)

290 = f 1 + Z.---_ sin 2w 2.3

C

where T s is the apparent sun temperature and f is the frequency in gc.

This equation is plotted in Figure 12-13.

From earth, the sun subtends a solid angle of about 7.6 x 10 -5

steradians. The temperature given by the above equation will be

nas having beamwidth greater than this, the apparent temperature is

decreased by the ratio of the sun angular subtense to the antenna beam-

"Ar1-_h: Meas1_!red so]at _rr_d_aDce ]eve]._ o11t_ide the. earth's

atnzosphere are depicted in Figure 12-20.

z
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Figure 12- 13.
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Sun noise temperature vs frequency.
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Planetary Radiation (8" 9, 10)

For low noise receiving systems, planetary radiation must be

taken into account. The planets produce radio frequency radiation by

thermal emission. At radio wavelengths, thermal radiation intensity

varies as I/k 2 (Rayleigh-Jean's approximation). In addition to this

thermal radiation, strong bursts of lower frequency impulsive radiation

have been observed from Jupiter and Venus. This non-thermal radia-

tion has not been observed at frequencies greater than 43 mc.

Radio frequency thermal radiation from Jupiter and Venus differs

markedly from that expected on the basis of temperature determined by

measurements in the infrared. In the case of Jupiter this discrepancy

is believed due to synchroton radiation produced by high energy elec-

trons trapped in the planetary magnetic field. This theory is supported

by observations that the Jupiter signals are linearly polarized and come

from an area larger than the solid disk of the planet. In the case of

Venus, the discrepancy is attributed to the so-called "greenhouse

effect" of filtering by carbon dioxide in the atmosphere. Measure-

ments ol raQlaElon iroxxl iv_i = -,ixu _-,_,. ,_ .v _y- -_ ...........

mates of surface temperatures of 210 ° K and 150 ° K respectively.

Radio frequency radiation has not yet been detected from Neptune and

Pluto. Figure 12-14 {8) shows the theoretical maximum thermal

radiation intensity outside the earth's atmosphere based on planetary

temperature estimates. These are essentially in agreement with

infrared measurements except in the case of Jupiter and Venus.

Actual measured radiation from Jupiter and Venus is included in

Figure IZ-14.

Lunar Radiation (I i)

"In the microwave region, the moon acts as a blackbody radiator

at a temperature which lags in time that determined by infrared Ineas-

urernents. Measurements have been made in the wavelength region

24 gcps to 35 gcps. While lunar surface temperatures as determined

by infrared measurements vary from 120 ° K to 400 ° K asthe lunar phase

changes, radiation temperatures in the 24 gc to 35 gcps region vary

12-12
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from Zl0°K to 300°I<i. An observed phase lag of 45 ° between micro-

wave and infrared tempe ratures may be accounted for by postulating a thin

(< 1 cm) layer of dust which is transparent to microwaves but effec-

tively insulates an underlying rock surface. At frequencies less than

1.4 gcps the radiation temperature is a constant 250 ° K.

12.2.5 Terrestrial Atmospheric Background

g

g

G

Ionospheric Absorption

Absorption in the ionosphere as illustrated in Figure 12-15 (12)

is very small for microwave frequencies. The effect of ionospheric

attenuation can be approximated by assuming that e, ach 0. 1 db of

attenuation is equivalent to 7°K antenna noise temperature. Ionospheric

absorption is negligible for frequencies greater than 0.3 gcps.

12-13
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Figure 12-15. Ionospheric attenuation for a source at 1000 KMheight.

Tropospheric Absorption

Noise originates in the troposhere because of absorption by

oxygen and water vapor. Thus the antenna is surrounded by an atmos-

phere that emits blackbody radiation. The magnitude of the noise at

the antenna depends on the temperature, pressure, and water vapor

content of the atmosphere. Typical summer atmosphere conditions are

depicted in Figure 12-16 (8) . Formulae for absorption due to oxygen

and water vapor have been derived by Van Vleck (13). Hogg and

Mumford (8) have used the Van Vleck theory together with measured

values of oxygen and water vapor line-breadth constants to calculate

total attenuation through the atn_osphere on the basis of the model

atmosphere of Figure 12-16. The resulting attenuation curves are

shown in Figure 12-17 for the frequency range 0.5 gcps to 40 gcps for

various values of zenith angle. The curves of Figure 12-17 are in

satisfactory agreement with measured attenuation data.
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One way attenuation through the standard summer

atmosphere due to oxygen and \rater vapor.

The resultant tropospheric contribution to the noise te1_perature

of a narrow beam antenna whose radiation pattern admits no side or

back lobes is given by
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r

/ _dr

/ °T = a Te dr
S

o

D
where c_and T are the absorption coefficients and temperature at any

point in the atmosphere at a distance r from the antenna. Calculated

curves of T s versus frequency for the troposphere are shown in

Figure 12-18 for various values of antenna beam zenith angle. The

calculated curves of Figure 12-19 are in essential agreement with

experimental mea sur ements.

500

o., _ _

0.5 1.0 5 I0 50

FREQUENCY, GIGACYCL.ES

D

Figure 12-18. Sky noise temperature due to oxygen and water vapor.
0
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12.3 OPTICAL BACKGROUND

12.3. 1 Cosmic Background

Ramsey (14) has prepared charts giving spectralirradiance of

the stars and planets outside the earth's atmosphere. In making these

calculations it is assumed that the stellar and planetary spectra follow

Planck's law. Figure 12-19 depicts spectral irradiance reaching the

top of the earthls atmosphere from the stars which exhibit the largest

irradiance in the visible region. Variable stars such as Betelguex,

Mira, and R. Hydrae are presented at their maximum irradiance.

12.3.2 Solar System Background

Solar Radiation Background

The solar irradiance at normal incidence just outside the earth[s

atmosphere at mean solar distance is called the solar constant and is

12-17



140 mw/cn_ 2 or 130 watts/ft 2. The varying solar distance throughout

the year causes the radiation to vary as much as 3.5 percent from the

mean. Solar activity can produce fluctuations of i. 5 percent in the

solar constant. In addition to these relatively small variations, the

amount of solar irradiation that reaches a particular portion of the

earth's surface varies with solar elevation angle and atmospheric

conditions.

The spectral distribution of solar radiation resembles that of a

blackbody at 5800 ° K. Over 99 percent solar radiation is contained in

the wavelength region 0. Z to 5.5 microns. H. Malitson (15) has

compiled a chart of all available measurements of solar spectral
o

irradiance in the wavelength range 1 A to l0 m. Figure 12-20 shows

the distribution of solar energy with wavelength just outside the

atmosphere at the earth's mean solar distance (l a.u.).

Lunar and Planetary Background Radiation

The spectral irradiance of the moon and the brighter planets due

to reflected solar radiation and self emission is depicted in Figure

IZ-Zl (14). The sDectral self-emission was calculated from the

assumption that the planets radiate as grey bodies. The peak spectral

irradiance_ Hpeak (k) is given analytically by

( k I T e) w d 2

Hpeak(k ) = W (I - A)max _ 4R 2

where

Hpeak( k )

T
e

Wma x ( K1T e)

= peak spectral irradiance (watts/cm 2 _)

= effective surface temperature of the radiating

body

= peak spectral radiant emittance at wavelength
k where
max

__2892
kmax

W {°K}
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(I-A)

_rd 2

4

R

= assu1_ed emissivity of the body where A is the

albedo in the visible region

radiating surface area of the planet where d is
the diameter

distance from the planet to the earth. In the

case of the inferior planets Mercury and Venus,

the values of R corresponding to their greatest

elongation were used. For the superior planets;

values of R corresponding to their opposition

were used. In the case of Mars, the closest

superior planet irradiance when the planet is at

quadrature is also given.

Data used in the calculations is given in Table 12-i. Irradiance

from the planets Neptune and Pluto is insignificant at earth distance.

Earth radiation to space consists of reflected solar energy and

self-emitted energy. Spherical albedos of the earth in the wavelength

regions of interest are as follows:

Wavelength Spherical Albedo

Ultraviolet 0.50

Visible 0.40

The mean albedo over the solar spectrum is approximately 0.35. In

addition, the earth radiates by self-emission as a blackbody at a

temperature of 220 ° K to 320 ° K, depending on latitude. When the

albedo and blackbody radiation from the earth's surface is combined

Table 12-1. Characteristics of solar system bodies.

Planet

Mercury

Venus

Mar s

Jupiter

Saturn

Uranus

Moon

Diameter, d
003 ks)

4.84

12.32

6.. 66

139.80

115.06

3.72

0.27

Distance

from

Earth, D
(lO" kin)

Position of

Planet

Greatest

elongation

Opposition

Quadrature

Albedo,

A

0.058

0.76

0.148

137.8

103.3

78_3

171.8

628.3 1

1277.0

2720.0

0.384

Opposition

0.51

0.50

0.66

0.072

Effective

Temperature, T

(°K)

690

330

285

135

120

90

400

H k(peak) k _kwatt..cln- 2

meter- I)

5.84 X I0 "II 4.20

6.04 X l0 -12 8.7

3.75 X 10 -12 10.16

7.76 X 10 -13

3.49 X 10 "13 21.46

3.26 X I0 -14 24.14

1.96 X 10 "16 32.19

2.51X 10 -7 7.24
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with the effect of selective atn_ospheric absorption, the spectral

radiant emittance of Figure 12-22 i16) results.

For distances sufficiently great that the earth may be treated as

apoint source, the spectral irradiance may be ca]cu!ated by assuming

that the earth is a Lambertian radiator and using spectral radiant

emittance of Figure 12-22. Alternately the total irradiance over the

solar spectrum may be calculated by using the solar constant and the

average albedo. The spectral irradiance at a distance I_ frona the

center of the earth under the point source assumption is

wher e

I watts 1
W k = spectr_l radiant emittance 2

cm micron

d = diameter of the earth 12.73 x 103 kn_

R = distance from the earth's center (krn)

in the case oi reiiecLed radiation, die above expr_,_ion _epr_'_c_

maximum H k corresponding to the fully illuminated earth being viewed

by the receiving surface. The problem of determSning the irradiance

of a body near the earth (or any other planet) is more difficult since the

view factor must be taken into account. This problem has been exhaus-

tively treated by Dennison.(17' 18) The reflected solar irradiance H k

incident on a unit surface of a body near a planet is given by

Hk, : WkF

where W k is the radiant emittance of the reflected solar energy and F

is a purely geometrical factor which is a function of the altitude of the

body and its orientation relative to the planet-sun axis. F is plotted in

Figure 12-23 as a function of altitude for various values of the bistatic

angle ¢. The bistatic angle is formed by the planet-sm_ line and the

position vector of the satellite. F has been computed by Dennison for

numerous orbit parameters.
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Figure 12-22. Solar and terrestrial radiation. Reflected

solar and total earth radiation to space

values should be divided by _ to obtain the

radiance for each case. T S is the surface

temperature and T A is the effective radi-

ating air temperature.

Atmospheric Attenuation and Radiation

Attenuation by the atmosphere at optical wavelengths is due to

absorption by molecular atmospheric constituents and to molecular and

particle scattering.

12-24
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The entire wavelength region fron_ 0. 3 to 5- contains thousands

of sharp absorption lines due to H20 , CO2, N20 , CI-I2, 02, 03, CO and

their isotopes. At low resolution these lines are sn_oothed out so that

they are mar_lested as absorD_lon Dands. bca]z_e]:in£ a_enuaLioa due Lt_

very small particle or molecular scattering is called Rayleigh scatter-
4

ing. Rayleigh scattering varies as I/X and prodtlces large attenuation

at short wavelengths. Scattering by particles large relative to the

wavelength is called Mie scattering and is much less wavelength

dependent. Figures 12-24 and 1Z-25 (19) present a low resolution

picture of atmospheric attenuation fro_ 0.3 to 5 F. These curves are

based upon excellent sea level visibility (> 50 n_iles) and typical

atmospheric water vapor content (2 precipitable centimeters of water

in a vertical colum_n above the observation station).

The radiance of the sky is the result of two mechanisms: molec-

ular scattering of incident radiation and en_issJon by atmospheric

constituents. Atn_ospheric emission is significant only at wavelengths

longer than 2_. Scattering of solar radiation is the overwhel_-_ing

contribution to daytilne sky radiance in the visible and near v:isible

region. Spectral radiance vs wavelengt}_ of the daytime sky is plotted

12-25
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in Figure IZ-26 (20) for a 45 ° zenith angle with the sun near the zenith.

Figure 12-Z6 assumes clear sky conditions. Radiances of sunlit clouds

are typically an order of magnitude greater.

S.K. l_4itra (23) estimates the contributions of various sources of

night sky radiance as follows:

Starlight 30%

Zodiacal light 15%

Galactic light 5%

Airglow 40%

Scattered light from 10%

last 3 sources

These estimates are for visible wavelengths and for conditions

several hours after sunset with no moon. Twilight and moonlight will

be considered separately. All these components of night emission vary

Z
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Figure 12-26. Diffuse component of typical background

radiance fron_ 30 km and sea level

zenith angle 45 ° , excellent visibility.
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in different ways with direction, time, atmospheric and meteorological

conditions. Values of night sky radiance presented here are typical.
Peak sky radiance due to stellar sources is of the order of I0 -I

watts/cm2-steradian-_ at 0.55_ and follows approximately a Planckian

spectral distribution. The effective irradiance produced at ground

level is 3.34 x i0 -I0 watts/cm 2 at 0.55_. These figures are I/4 to

I/6 the actual visible light observed from the night sky at a dark loca-

tion on a clear night. The remaining contributions come from diffuse

sources. The principle noise interference problem due to stars is the

result of the relatively small number of very bright stars.

"Measurements of the spectrum of diffuse night radiance have

been made by F' E. Roach. (21) The results shown in Figures 12-27

and 12-28 are averaged over times, seasons, and direction of view in

the celestial sphere. Except for the narrow intense N and H atomic
a

lines, relatively light sky emissions appear between 0.1 and i. 0

microns. Beginning at I. 0 microns intense OH molecular bands

appear as "air glow". Above 2 microns thermal emission from the

dense ]ower atmosphere obscures the air glow. Twilight zenith sky

radiance in the 0.4 to 0.7 micron band is illustrated in Figure 12-29

as an implicit function of the depression of the sun below the horizon.

Zenith sky radiance in the 0.4 to 0.7 micron band from the full moon

vs lunar elevation angle is illustrated in Figure 12-30. (22) These

curves are (regrettably) in photometric units which depend upon the

response curve of the eye as well as the spectral characteristics of

the source. For a solar spectral distribution (moonlight is similar)

the conversion between photometric and radiometric units is

-2 -1
1 microlambert = 3.34x 10 -9 watts, cm , steradian

Variation in lunar sky radiance at zenith with lunar phase is illustrated

in Figure 12-31.
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AVERAGE ZENITH TWILIGHT INTENSITY FOR
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WASHINGTON GROVE, MD,
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Figure 12-29. Zenith twilight intensity.
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Figure 12-30. Zenith moonlight intensity.
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13.0 GROUND RECEIVING SITES

13. 1 INTRODUCTION

System descriptions for available optical and radio sites are

given in this section. These are the Smithsonian Astrophysical Observ-

atories, independent observatories, the Deep Space Network (DSN), the

Satellite Tracking and Data Acquisition Network (STADAN), and the

Unified S Band System (US]B). All of these networks with the exception

of the USB are operational at this time. The DSIF has supported the

Ranger, Mariner and Pioneer probes and will, in mid 1966, support the

Surveyor mission. The optical sites have successfully tracked many of

the earth orbiting satellites. The STADAN is used to receive data from

earth satellites and to produce tracking information for orbit computa-

tion. The USB will be used to support the Apollo lunar mission. The

system descriptions found in this section basically include system loca-

tion and coverage, receiving and transmitting capability, planned func-

tions and past applications. Due to the diversity of the STADAN systems

.... J ........... j ............. _....... _................. O

indicating information sources.

13. Z OPTICAL RECEPTION AT THE EARTH'S SURFACE

13. Z.I Seeing

The signal-to-noise ratio from the point of view of collecting light

(as opposed to that of comnaunication) is a function of the average atmos-

pheric seeing, the local atmospheric scattering, the accuracy of tracking

and the imagery of the telescope. Figure 13-I indicates the limiting

ability of the ground based human eye while using a telescope of a

given aperture. The more accurately the signal can be imaged and held

on the receiver, the smaller the field stop that can be used and, there-

fore, the less background noise from sky/ight that 1_ust be ad1_itted.

The liiTlii:ation is largely that of the atn_osphere for optical receivers

patterned after astronomical telescopes. Table 13-1 illustrates the

specific ineaning of the popular "seeing" scale used by astronomers.
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It can be found in numerous texts including "Tools of the Astronomer"

by Sinton. Selwyn feels that average seeing is represented by a disk

diameter of 3.0 seconds of arc, good seeing by 1.0 second while there

are clailns that some stations have seeing as good as 0.25 second on

exceptionai occasions. If s is the seeing (in seconds of arc), the dialn-

eter in the focal plane would t_e 1.23 s (eft) x 10 -4 ram, where eft* is

expressed in inches. The seeing that is important is the "average"

seeing, rather than a "best" seeing that might apply to visual observa-

tions. Even the seeing association with short exposure photography by

an astronomer might be better than the "average" as the astronomer

waits for nights of particularly good seeing and then makes many expo-

sures to achieve the best results. By contrast, selection of time during

which the communications system will be active will be more limited.

If daytime reception is required the signal-to-noise ratio will be

lower than if the receiving could be programmed entireIy for nighttime,

due to the greatly increased skybackgro,and. Figure 13 2 shows the

spectral response limit of the human eye for day and night observing.

1.0

_. O_

°_

>o6

o

E 04

i t " _1 ! • i

4000 ,5000 6000 70C0

Wavelength - Anal,toms

Figure 13-2. The relative sensitivit?7 at various
wavelengths of (A) the ligl_t-adapted
eye and (I3) the dark-adapted eye.

-,.Effective focal length.
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The energy received by a ground station is proportional to the

area of the receiver. Astronomical quality telescopes have been made

with an aperture of 200 inches (although costs are high for very large

apertures). If greater total energy must be obtained, the signal-to-

noise ratio is less inlportant, an extremely large light collector might

be used. This could take one of several forms. Electroformed dishes

having apertures up to about 30 feet can be made with slope errors on

the order of several minutes. Such a dish would be made as an

extremely fast paraboloid (f/1 or faster) and would be mounted for

tracking. An alternative would make use of a large number of spheres

arranged to have a common center of curvature. Such a system would

have the light-gathering power of the total area of the mirrors with a

resoIution somewhat less than that corresponding to the aperture of a

singie mirror. The mirrors could not be aiigned to make the light

reach the receiver in phase (nor could any ofthe light collector tech-

niques), this being a limitation on the detection techniques usable for

conm_uni c atio n.

For any detection technioue that rem_ires light arrive _t _ _rn,,nrl

receiver in phase, the optical system must not only be of high quality,

but is limited in aperture because of atmospheric turbulence. Light

that was perfectly collimated prior to entering the atmosphere wiI1

reach the ground with some distortion of the wavefront. The phase

errors wilI be small, if a small enough portion of the wave front is

sampled, but phase errors will increase with increasing aperture.

While the atmospheric seeing limitations make it appear that a

highly-accurate mirror surface and tracking drive are not required,

the economics of the situation probably favor telescopes that could be

used for astronomical research when not in use for communications

purposes. A large part of the cost of establishing a receiving station

is in gaining access to the site, providing the necessary services,

staffing for maintenance, and similar functions which are essentially

fixed costs. Once such sites have been established, there are strong

economic factors favoring the use of the sites as much as possible. Once

a site is operational, additional cost of making an accurate telescope

13-4
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suitable for astronomical work is small. The preceding argun_ents

favor the use of existing sites as receiver stations.

13.2.2 Optical Ground Sites

A network of ten satellite observing stations has been established

by the Smithsonian Astrophysical Observatories for Baker-Nunn

cameras. A tabulation of these stations is given as Table 13-2.

Included in Table 13-2 is the percentage of time during which cloud

cover prevented photography during each month of 1962 and 1963.

Table 13-3 is a list of astronomical telescopes having apertures

of 36 inches or greater. The list will be updated during Phase II, as

there are many telescopes now in the planning stage.

The difficulty of conversion of an astronomical telescope for laser

communications experiments depends on the type of telescope, the wave

length, the amount of stray light shielding required (especially daylight)

and the ability to control the thermal output of the laser.

Reflecting telescopes will adapt to a wider range of wave lengths

than refractors or Schmidt cameras. Stray light shielding problems for

daytime operation would favor working at prime focus or at the Newton-

Jan focus, but the thermal output of the laser would exclude considera-

tion of prime focus. Tl_e typical astronomical seeing for an astronom-

ical observatory may not apply to daytime operation because of the

entirely different thermal conditions. A Coude focus allows the best

condition for heat removal from the transmitting laser without disturb-

ing the telescope.

Many of the astronomical telescopes in use today were not made

to perform at the diffraction limit, since the atmosphere is usually the

limiting criterion of performance. Some typical examples of large

telescope quality are listed in Table 13-4.
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Table 13-3. Astronomical telescopes of 36 inches

or greater aperture.

Observatory

Crimean Astrophysical (USSR)

Longitude
G.H.A.

Hours and

Minute s

Latitude

Degrees
and Minutes

of Arc

Palomar, California +7:47 +33:21

European Southern Observatory

Kit_ Peak, Arizona

Lick Observatory, California +8:07 +37:20

Crimean Astro, USSR -2:16 +44:44

[ National Ob., Argentina

McDonald, Texas

Mr. Wilson, California +7:42 +34:13

Royal Greenwich, England

IKittPeak, Arizona +7:26 +31:27

McDonald, Texas +6 :56 +30:40

Hawaii, U. of Hawaii

Haute Provence, France -0:23 +43:56

Helwan Ob. , Egypt -2:05 +29:52

/tit. Stromto, Australia -9:56 -35:20

Radcliffe, Pretonia, S.A. -1:53 -Z5:47

Dunlap, t)ntano +5:17 +43:52

Okayamo, Japan -8:54 +34:34

Dominion, Victoria, B.C. +8:14 +48:31

Perkins, Ohio +5:32 +40:15

-31:36

Harvard, Cambridge

+4:18

+4:46 +42:30

Boyden, South Africa -1:46 -29:02

Mr. Wilson, California

USN, Flagstaff

Hawaii, U. Of Mich.

Oh. tier Deutchen, GerIr_any

Ob. Astronomica, Italy -0:38 +45:42

Sternberg, USSR -2:16 +44:43

Mt. Stroto, Australia

Hawaii, U. Of Mich.

Dominion, Victoria, B. C.

Crimean, USSR

Hau%e Provence, France -0:23 +43:56

Palomar, California

Nizarniah Oh., India -5:14 +17:26

Hamburg, Germany -0:41 +53:29

Padua, Italy -0:46 +45:52

Lowell Ob. , Ariz. +7:27 +35:1Z

Royal Ob. South Africa -1:14 -33:56

USN, Arizona +7:27 +35:11

Ob. Geneva, Switzerland -0:25 +46:12

Hamburg, Germa_ly -0:41 +53:29

Type

Reil

Refl

Refl

Refl

Refl

Refl

Refl

Refl

R efl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

I Refl I

Refl

Refl

Refl

Refl

Refl

Sch

Refl

Refl

Refl

Refl

Refl

ReD-

R ell

Sch

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Aperture,
lnches Remarks

236 Under Cons.

Z00

150 Under Cons.

150 Under Cons.

1Z0

104

104 Under Cons.

100

98

84

8Z

84 Planned

77

74

74

74

74

74

73

69

61

61

60

60

60

60 Under Cons.

54

50

50

50

48 TWIN Tel.

48 Under Cons.

48

48

48

48

48

48

42

40

40

40

40
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Table 13-3 (continued). Astronomical telescopes of 36 inches
or greater aperture.

Observatory

Ob. Astrono_nica, Italy

Saltsjobadem, Sweden

Kuistabey, Sweden

Yerkes, Wisconsin

Paris Ob.. France

IRSAC Ob., Congo

IRSAC Ob.. _Congo

Aba s tumami_ USSR

University Oh. , Michigan

Univ. Ob., Cambridge, England

Yoethelink. Indiana

Warner h S_azey, Ohio

'Royal Ob., Scotland

Longitude Latitude

G. H.A. Degrees
Hours and and Minutes

Minutes of Arc

-0:38 +45:42

-1:13 +59:16

-i:I0 +59:30

+5:54 +42:34

-0:09 +48:48

-1:50 -11:27

-1:50 -11:27

-2:51 +41:45

+5:34 +42:17

0:00 +5Z:13

+5:46 +39:33

+5:26 +41:32

+0.13 +55:55

McDonald, Texas

Royal Greenwich, England 0:01 +50:52

Washburn Oh., Wisconsin +5:58 +43:05

Lick Ob., California

-Q.IR

Lick Ob. , California

I-To_yo Oh. ; X_pa, _5:40

Kitt Peak, Arizona +7:26 +31:57

Steward O_, Arizona +7:24 +32:14

NASA, Ascension Island +0:57 - 7:57

Okayarno, J=_pan

Refl = re-electing telescope

Refract = refracting telescope

Sch = "Sc]hrnid t Telescope

Mak = l_[aksutov

Type

Refl

Refl

Sch

Refract

Refl

Refl

Sch

Mak

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refl

Refract

Re.n

Refl

Refl

R ell

Refl

Aperture, Remarks
Inches

4O

4O

4O

39

39

38.5

38. 5

38

37.5

36

36

36

36

36

36

36

36

36

36

36

36

36

36

Table 13-4. Residual spherical aberration of large telescopes.

Telescope and

observatory

8Z-inch McDonald

74-inch Dunlap
74-inch Dominion

69-inch Perkins

61 -inch Harvard [
I

Image size at prime focus

seconds of arc

0. i0

0.40

0.24

0.28

0.46

0.13

millimeter s

0. 004

0.018

0.011

0.010

0.018

0. 005

Determined

Visually

Vi sually

Vi sually

Visually

Photographically

Visually
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13. 3 AVAILABLE RADIO SYSTEM SITES

13.3.1 Deep Space Network

The Deep Space Network (DSN) is a precision tracking and com-

munications system capable of providing command, control, tracking,

and data acquisition from spacecraft designed for deep space explora-

tion. Although it is designed for use in deep space exploration, the

DSN may be used with other types of missions wherein its capabilities

can be used to advantage.

The DSN is comprised of seven Deep Space Stations (two under

construction), the Deep Space Instrumentation Facility (DSIF), a launch

area spacecraft monitoring station, an intersite communications net-

work, and a Space Flight Operations Facility (SFOF). The locations of

the stations is given in Table 13-5.

The seven Deep Space Stations are located at longitudes appro×i-

rnately 120 degrees apart so as to provide continuous coverage of a

Table 13-5. Station location, a

!
I

!

Ii
m

|

I

Location

Go|deleae, Calif. (Pioneer)

Gold,tm_, Calif. (Echo)

Gold,to,e, Calif. (Mars %J)

Goldslome, Calif. (Venus e)

Woomemmo Australia

Canbermm, Australia e d

Johannesl_rg, S. Africa

Madrid. ,1pain c,d

SpacecJrafl monltor;ng,

Cape ICennedy, Fla. t

Antenna

diameter,
ft

85

85

210

85

85

85

85

85

Station

identification

number

11

12

13

14

41

42

51

61

71

Geedetic

latitude

35.38950N

35.29986N

35.24772N

35.42528N

31.38314S

35.401115

25.889215

40.429 N

28.48713N

Geodetic

longitude

243.15175E

243.19539E

24320599E

243.12222E

136.88614E

148.9B027E

27.68570E

355,751 E

279.42315E

Height above

mean sea level,
meters b

1037.5

989,5

1_13.5

1160

144.8

654

1409.1

800

4.0

Geocentric
latitud_

35.29805tl

35.1_851N

35,066_N

35.24376N

31.21236S

35.21962S

25.7387b$

40.334 N

28.32648N

Geocentric Geoc_n_rlc

longitude rud_us, km

243.1_030E [ 6372.0629

243.19445E 6372.0_9

243.20505E 6372.2869

243.12127E i _;37215_4
I

136.88614F I c37_' 5_!
i

!

148.98027E i 637K6_16

27._855gE 63Y_.550,4

$55.7_I _ 6374.37

279.423|5E I d3Y_1:_874

........

•The pc_raBneters are referenced to the NASA Earth Model Spheroid with an ecluatorial radius of 6378,165 km and a flatteMn 3 (,f 1/2_,3.

bMeasurL_ll to the point of intersection of the hour angle axis with the plane of the declination gear on polar mount antennas.

eUnder cQ_structlon with estimated comp/etlon as follows: Goldstone Mars, January 1966; Canberra, December 1964; Madrid, June 19_5.

_tTentcxt[_m_location; definite Iocc_tlon to be determined after antenna erection.

eThls s_n is used normally for engineering and development; on special assignment it may be used in operations.

fTempo=amry |ocation of present L-band station.
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spacecraft in deep space. Stations are located in Goldstone, California;

Woon_era, Australia; Johannesburg, South Africa; Canberra, Australia;

and Madrid, Spain. The Deep Space Stations are equipped with 85 ft

diameter polar n_ount reflector antennas which have n_axi1_um tracking

rates of 0.7 degree per second. SFOF is located at the Jet Propulsion

Laboratory, Pasadena, California.

The design philosophy of the DSN is to provide a precision radio

tracking system which measures two angles, radial velocity and range

and to utilize this system for two way communications with spacecraft

in an efficient and reliable 1_anner. The DSN will be improved and

modernized to remain consistent with the state of the art and project

requirements. In addition to their participation in the DSN, the Gold-

stone stations are utilized for extensive investigation into space tracking

and communications techniques and for the development of new equip-

ment. In most cases, the new equipment will be installed and tested at

Goldstone before _ _._ _n_,_g_-_+_A _o *_ r_T_. ,-, ................................ _.. _L._ _m_ equipment

has been accepted for general use within the DSIF, it is classed as

Goldstone Duplicate Standard (GSDS) equipment.

Operational control of the DSN during a 1ni_sion i_ provided by the

Space Flight Operations Facility at JPL. The SFOF furnishes trajectory

information to the DSIF, reduces the data which the DSIF acquires from

the spacecraft, and furnishes facilities for the operations control of the

spacecraft.

Tracking Capability

Angle Tracking. The automatic angle tracking systems used in

the DSIF are of the sirnultaneous-lobing type. The 85 ft polar mounted

antennas have two maximum tracking rate capabilities, 0.7 deg/sec and

0. 03 deg/sec about each axis, depending on tracking system bandwidth

requirements. For strong signal levels, the root-mean-square angle

tracking error is 0.01 to 0.02 deg. The rms tracking error at receiver

threshold increases to approximately 0.05 degree. Bias errors lie in

the range of -0. 1 to +0. 1 degree. However, optical calibration tech-

niques such as star tracking have led to the accurate determination of

13-10
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certain bias er_: _:-s, and these are ren_oved from the observed data at

the computational facility. Resolution of angle encoders is 0.002 degree.

The expected performance of the 210 ft alt azinauth mount DSIF

antennas (authorized for Goldstone; proposed for Madrid and Canberra)

is shown in Table 13-6. Tracking errors and bias data will be deter-

mined upon completion of the antenna installation.

Angle data from all the DSIF antennas are digitaIly encoded by

angie sensor-= on the antenna, and the coded signals are recorded in

teletype code on punched paper tape by the data handling equipment.

Doppler. One and two-way doppler measurement capability is

included at aIl stations in the DSIF. Two-way doppler requires a ground

transmitter in the vicinity of the DSIF receiver to achieve frequency

Table 13-6. 210-ft a!tazirnuth antenna:

expected performance.

Azimuth coverage, deg

Elevation coverage, deg

. Pointing accuracy, deg

Maximum angular rate azimuth,

deg/sec

Maximum angular rate eTevatlon,

deg/sec

Maximum acceleration azimuth,

deg/sec

Maximum acceleration elevation,

deg/sec

Servo bandwidth adiustment, cps

Gain at 2300 Mc, db

Beamwidth at 2300 Me, deg

System temperature, I °K

Antenna temperature, °K

Reflector diameter, ft

Reflector F/D ratio

± 300 (from SE at Goldstone)

5 to 88 (tracking sidereal target)

•..__ _.- .%_.= ,,:!=_--, !!- !.-_

0.02 pointing

0.01 tracking

0.5 (wind _ 30 mph)

0.5 (wind _ 30 mph)

0.2 (wind _ 30 mph)

0.2 (wind <_ 30 mph)

0.01 to 0.2

61

_,0.I

23-25

10

210

0.4235

:_lncludes maser amplifier, receiver, transmission llne, listening feed, and

the anlenna pointing at a quiet sky.
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control by a single exciter. One-way doppler accuracy is 30 _n/sec,

and two-way accuracy is 0.003 m/sec.

Precision Ranging. This system measures the time difference

between two identical, separately generated, pseudo random noise codes

(one generated at the transmitter for modulation, and the other gener-

ated at the receiver for correlation detection) to represent range. The

transponder in the spacecraft receives the code modulated signal and

retransmits the same modulation back to the ground. Normal signal to

noise ratios available with this type of system limit the measurement

of range to less than 800,000 krn. The resolution of the ranging system

is 0. 007 usec round trip time, which is approximately equivalent to

1.05 meters one way. However, worst case estimates of the unknown

time delays in the receiving system are expected to limit the accuracy

to ±I5 meters one way. The ranging system is operabie as long as

car"_r phase coherence is ._._aihtained in the two way system.

Communications

Allocated DSIF Frequencies. All J_L projects and non JPL pro-

jects, except Apollo, which will use the DSIF for tracking and data

acquisition, will use S-band frequencies, i.e., 2110 - 2120 Mc from

Earth to spacecraft and 2290 - 2300 Mc from spacecraft to Earth with

frequencies being in the exact-ratio of 221/240. This frequency band

has been arbitrariiy divided into transmitting and receiving channels in

accordance with Table 13-7. The channels operate in pairs to maintain

the 221/240 ratio, thus permitting individual communications to and

from different spacecraft which may be operational in the same time

period.

Telemetry Assembly of Receiver Subsystem. The S-band phase

lock loop receiver is a double conversion superheterodyne with a 50 mc

first IF and a 10-mc second IF. The output of the 10-mc IF passes

through a bandpass filter which can be selected to have any one of four

different bandwidths, 3.3 mc, 420 kc, 20 kc, and 4.5 kc. When required

D

n

m

n

D
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Table 13-7.

Channel

1

2 _

3

4

5_o b

6

7

8•

9

10

11"

12

13

14"%b

15

16

17_

18

20 •

21

22

23% b

24

25

26 _,

27

28

29

30

31

32

33

DSIF frequencies.

Ground receiver frequency, Ground transmitter frequency,

Channel A Channel B

2290.185185

0.555556

0.925926

i.296296

1.666667 2110.243056

2.037037

2.407407

2.777778

3.148148

3.518519

3.888889

4.259259

4.629630

5.000000

5.370370

5.740741

6.111111

6.481481

• OCl^r^

7.222222

7.592593

7.962963

8.333333

8.703704

9.074074

9.444444

9.814815

0.584105

0.925154

1.266204

1.607253

1.948303

2.289352

2.630401

2.971451

3.312500

3.653549

3.994599

4.335648

4.676697

5.017747

5.358796

5.699846

6.040895

6.381944

6.722994

7.064043

7.405092

7.746142

8.087191

8.428241

8.769290

9.110339

9.451389

9.792438

nRecommended center frequencies for channels requiring I-Me bandwldths.

t_Recomn_,ended cenler frequencies for channels requiring 3.1/3.Mc band-

_vldths.
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this filter may be replaced with one designed to Iz_eet particular charac-

teristics. Sortie stations are equipped with standard phase-lock IRIG

discriminators and channel selectors for channels l through 8. If

necessary, arrangements can be made to furnish an output from the

50 mc IF amplifier with a bandwidth of I0 inc. Table 13-8 lists the

DSIF receiver capabilities.

Television. The capability of recording television pictures is

provided in the receiver at two points. For very wideband signals an

output I0 mc wide is available from the 50-mc first IF. A detection

bandwidth of 300 cps to 1.65 mc is also available from the output of the

video amplifier which follows the wideband phase detector.

Ground Command and Control. All presently planned JPL projects

use a digital command and control system with a transmission rate of

one bit per sec. Three successive identical commands are sent by

teleprinter circuits to the station and received on punched paper tape.

Tl_listape is placed in the tape reader of the ground command subsys-

• ' - a

displayed, and recorded on punched paper tape. Initiation of actual

command-modulated RF transmission can be done manually or auto-

matically by insertion of a given time of day. During transmission to

the spacecraft the RF signal is detected and compared bit by bit with

the stored command. Transmission is inhibited when an error is

detected by this monitor.

A nearly universal ground command and control system using a

general purpose digital computer is under design with installation in

the DSN planned for 1966-68.

In the event that the communications design of a particular space-

craft is incompatible with the existing ground command subsystem, it

will be necessary for the project to furnish sufficient mission-peculiar

equipment to replace the functions of the present system. This equip-

ment should (1) accept commands fron_ punched paper tape received on

teleprinter circuits, (2) be self checking and (3) deliver a voltage from

0 to 2. 5 volts peak into 20 ohms.
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Table 13-8. DSIF receiver capabilities.

S-band

Nominal center frequency, Mc 2295 "_:5

Automatic frequency tracking range

Strong signal levels, kc :_: 67

lhreshold signal levels (6-deg phase

error), kc -: 2.3 "

Automatic-phase-control effective noise

bandwidth at threshold, cps 12, 48, or 152 _0 %

Automatic-phase.control effective noise

tmndw_th strong signals, cps 120, 255, or 500 "1"_0 %

Effective system noise temperature"

Pammetric preamplifier, °K :'70 _- .SO

Maser, °K 55 ± 10

Threshold carrier level (level below which

phase lock cannot be maintained)

BW = 12 cps

Parametric amplifier, dbm -- 163.5

Maximum frequency tracking rate

BW = 12 cps

Strong signal level (30 deg phase error),

cpsps 150

Threshold signal level (6 deg phase error),

cpsps 4

Dynamic signal level range,

from threshold to:

Receiver, dbm -- 60

Maser or parametric, dbm --80

Intermediate frequencies

First, Mc 50

Second, Mc 10

Intermediate frequency amplifier

half power bandwidths

First, Mc 10

Second, Mc 3.33

_ln¢ludes receiver, tronsmission line, feec_ and antenna point[ng at _uiet sky.
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Frequency and Timing Standards. The basic frequency standards

at the stations consist of two stable crystal oscillators (one for redun-

dancy). These oscillators will be supplemented with two atomic stand-

ard (rubidium vapor) oscillators per station. Using the crystal oscil-

lators for the timing standard, the drift is stable to 2 pax:ts in I010 over

24 hr, and the initial frequency setting error is less than 5 parts in

109. Local time readout can be synchronized to WWV or WWVH to at

least l0 millisec. Using the atomic standard oscillators, the drift

error is not greater than 2 parts in 10 II . Using VLF receivers and

WWVL it is anticipated that local time settings can be made to 3 milli-

sec or less.

DSIF Subsystem Characteristics

Antennas and Feeds. The antennas are parabolic reflectors. The

85 ft antennas use polar mounts while the 210 ft antennas use Az-E1

mounts. A cassegrain feed system is used on all antennas, the low

noise preamplifier being mounted in the cassegrain cone assembly.

are located in cages mounted on back of the reflector structure. The

acquisition aid antenna is also mounted on the reflector.

a. System Temperature

At 2295 Mc the system noise temperature with a parametric

amplifier is 270 _ 50°K, and with a traveling wave maser

55 ± 10°K. The noise temperatures include the quiet sky,

antenna, feed line diplexers, switches preamplifiers and

receiver.

b. DSIF Feeds

As a general rule, tracking and transmitter feeds are right-

hand circular polarized. Tracking feeds utilized are exclu-

sively of the simultaneous-lobing type.

GSDS Transmitters. Transmitter capability is incorporated in

the DSIF for the purpose of providing two way doppler data and con_n_and

and control of the spacecraft. Depending on the particular mission,
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power outputs from 25 watts to 19 K.W. CW are available. A i00 I<W

transmitter is installed on the R&D 85 ft antenna at the Goldstone Venus

site and under certain conditions may be made available for operational

use. The transmitters have a phase modulation capability and are

excited with either a voltage controlled oscillator or a frequency syn-

thesizer. Diplexed operation with transmitter powers up to i0 kw

and with a receiver at a different frequency is employed.

GSDS Receivers. The DSIF stations incorporate extremely sen-

sitive and stable receivers which are designed to track the phase of the

received RF carrier and detect both amplitude and phase modulation.

The receiver consists of a low nois preselector mixer, carrier and

sideband IF amplifiers, detectors, and a voltage controlled local oscil-

lator, the combination comprising a double conversion superheterodyne

automatic phase tracking receiver. Doppler data are derived from the

local oscillator signal, telemetry data from a separate detection chan-

nel, and angle error data from separate angle error detection channels.

Table 13-7 lists the receiver characteristics.

tion channels for the 85 ft antenna, and two angle channels for the

acquisition aid antenna.

13. 3.2 Unified S-Band System
t

Introduction. The Unified S-Band (USB) system was designed to pro-

vide doppler extraction, two way communications, angle tracking and

rar,ging, for the Apollo manned lunar mission. The systeln is an evolu-

tion of the existing Mercury and Gemini facilities. Table 13-9 shows

this evolution along with the site locations. Table 13-10shows the

installation schedules.

There are several variations to the basic USB system: the single

installation (i transmitter, 3 receivers) and dual installation (2 trans-

mitters, 4 receivers), 30-foot antenna systel_s, the primary and backup

85-foot antenna systems and the single and dual instrunnentation ships.

Since the ranging, doppler extraction and angle tracking functions are
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Table 13-9.

Station Mercury Gemini

Bermuda

Canary Island

Kano

Zanzibar

Tananarive

Guaymas

Merritt I. (CNV)

Guam

Goldstone

Goldstone - JPL

Madrid

Madrid - JPL

Canbe rra

Canberra - JPL

Muchea

Woom era

Carnarvon

X

X

X

X

X

X

X

L*

L

X

X

x I
I
I

"L - Limited R - Radar Only BU - Backup

R* ]R
Xx i

I
1

Network evolution.

Station

CNV (Mcc)

SAL

GBI

GTK

ANT

ASC

Canton

Hawaii

Pt. Arguello

White Sands

Corpus Christi

Eglin

Rose Knot

Coastal Sentry

Apollo Ship 1"

Apollo Ship 2

Apollo Ship 3

Apollo Ship 4

Apollo Snip 5

Mercury Gemini

X X

X R

X X

X X

X X

X L

X

X

R

X

R

X

X

Apollo

X

L

K

K

L

X

R

R

X

R

L

L

X

i xxIx
[ 'v

similar to the DSN only the two-way communication function will be

given particular attention in this summary. Additional material will

be added during Phase II of this study.

Sub s ys tern s

Antennas and Transmitter Power

a. 30-ft Dish

The feed assembly will receive data in the 2270 to 2300-

megacycle band with a minimum gain of 44.0 db, correspond-

ing to an overall efficiency of 53_0, including losses of less

than 0.5 db. Monopulse sun_ and error signals of comparable
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Table 13-10. Apollo MSFN schedule.

6tation Equipment Installation & Network Simulation
On-Site Check-Out Complete Complete

Gualn

Carnarvon

Bermuda

Hawaii

Mila

Texas

Guaymas

Ascension

Grand Bahama

Antigua

Grand Canary

Goldstone

Canberra

Madrid

Ship _"

Ship #2

Ship #3

Ship #4

Ship #5

I Aircraft

8 Aircraft

1 May '66

1 Jun '66

15 Jun '66

1 Aug '66

1 Aug '66

1 Oct '66

15 Oct '66

15 Dec '66

1 Jan '67

1 Apr '67

1 Apr '67

15 Oct '66

15 Jan '67

15 Mar '67

i Apr '66

1 Jul t66

1 Oct '66

15 Oct '66

15 Dec '66

15 Dee '66

1 Oct '67

1 Nov '66

1 Dec '66

15 Dec '66

1 Feb '67

1 Feb '67

1 Apr '67

15 Apr '67

15 Jun '67

1 Jul '67

1 Oct '67

1 Oct '67

15 Apr '67

15 Jul t67

15 Sep '67

1 Jul '66

1 Oct '66

1 Jan '67

I Feb '67

l.Apr '67

15 Mar '67

1 Jun '68

gain are provided to the tracking receiver in this band as

well. Transmission of up to 20-kilowatt RF power, at a

minimum of 43.0 db gain, is possible over the 2090 to 2120-

megacycle band. The feed system receives and transmits

only circular polarization with remote switching capability.

Receiving and transmitting circuits are switched simultan-

eously, with the primary data receiving output, as well as the

monopulse tracking signals, being of the same polarization

sense as the transmitted signals.
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b. 85-ft Dish

The feed and acquisition antenna systems have notyet been

developed. They will be electrically similar to those of the

30-foot dish. The primary difference between the two sys-

tems, of course, is that in the 85-foot dish the feed will

develop gains of 50.5 db receiving and 50.0 db transmitting.

Better sidelobe control will also be possible. Except for

these differences, what is said here applies as well to the

85-foot feeds and acquisition antennas as to the 30-foot

equipment

c. Acquisition Aid Antennas

Acquisition aid antennas are mounted on both the 30-foot and

the 85-foot dishes. For the 30-foot dish the acqusition aid

antenna is a 4Z-inch diameter paraboloidal dish of 0.4 f/d,

with a beam width of approximately i0 degrees and a mini-

mum gain of 22 db over the receiving band of 2270 - 2300

megacycles. For the 85-foot system, the acquisition antenna

wili be proportionately scaled.

Parametric Amplifiers and System Noise Temperature. Para-

metric amplifiers are used to provide a low system noise temperature

for both the main tracking and acquisition antennas. Identical units

are used to simplify maintenance and allow substitution in case of an

emergency. A noise temperature of 170°Kis achieved without cooling.

Receiver Exciter.

a. The receiver portion of the USB system has the ability to

process either 4 (dual configuration) oi_ 3 (single configura-

tion) rf carriers simultaneously. These are:

i) 2272. 5 mc from the CSM (command and service module

of Apollo Spacecraft).

2) 2277.5 mc from the S-IVB (third stage engine).

3) 2282.5 mc from the LEM (lunar excursion module of

the Apollo Spacecraft) or the S-IV B.

4) 2287. 5 mc from the CSM.

0
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b.

The rf carriers are modulated in the spacecraft in accord-

amce with Table 13-11, 13-12, and 13-13. T],e USBS

accordingly demodulates these carriers.

The transmitter section of the USBS has the ability to trans-

mit two rf carriers, one at 2106.4 mc to the CSM and the

other at 2101.8 mc to the LEM. The information channels

and coding schemes for each of these links is shown in

Tables 13-14 and 13-15.

13.3.3 Satellite Tracking and Data Acquisition Network (STADAN)

Introduction

Purpose. The primary purpose of the STADAN is to receive data

from scientific satellites and to produce tracking information for orbit

computation. The locations of the STADAN stations are shown in

FiEure 13-3: Table I_-16 _hn_x,_ e]_ _i_I ..... _ ^¢ ....,^_ : ---

Most of the equipment in the STADANhas been designed for use by many

programs, with emphasis on quick adaptability to the differing require-

do not require data from all STADAN stations, so' the specific capabil-

ities of each station have to be tailored to differing levels of'perform-

ance. The result is that no two stations are identical in terms of either

equipment types or total data capacity.

Brief Description of STADAN. The overall network consists of

three major functional systems. The first, Minitrack, has been used

to track all U.S. satellites containing suitable beacons since the begin-

ning of the space program. In addition to its tracking functions, the

Minitrack system has the facilities for receiving telemetry data in the

136 to 137-megacycle and 400 to 401-megacycle bands.

The second major functional system is the Data Acquisition

Facilities (DAF). This system is equipped with multi-frequency, high

gain antennas and its capability of handling large quantities of data at

high rates exceed that of the standard Minitrack systems.
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Table 13-II. LEM down-link MSFN S-band

translnis sion summary.

2282.5 Mc

Carrier

Combination

4

6

(Lunar Stay Mode)

8

10

Information

Carrier
Voice

51.2 kblm TM

Carrier

PRN

Voice

51.2 kbps TM

Carrier

1.6 kbpa TM

Carrier
BU Voice

1.6 kbl_ TM

Carrier

no,,_.p Voice

Carrier

Key

C__.:_..er
Voice/Blamed

1.6 kbps TM

Modulation

Techniques

FM/PM
PCM/PM/PM

PM on Carrier

FM/PM
PCM/PM/PM

PCM/PM/PM

PM on Carrier

PCM/PM/PM

PM (_4 ah clipping)

AM/PM

FM/PM

PCM/PM/PM

Subcarrier

Frequency

1.25 Mc

1.024 Mc

1.25 Mc

1.024 Mc

1. 024 Mc

1. 024 Mc

512 kc

1.25 Mc

1. 024 Mc

Carrier

Voice/EMU/

Blamed

51. 2 kbps TM

Voice/EMU/

Blamed

'I'M

TV

Voice/EMU/

Blamed

1.6 or 51.2

PM on Carrier (no
clipping)

PCM/PM/PM

FM/FM

PCM/PM/FM

FM at Baseband

FM/FM/FM

PCM/PM/FM

I. 25 Mc

I. 024 Mc

1.25 Mc

I.024 Mc

"Dora PRN ranging phase de.l-don is to be set with up-voice and up ranging modulation (Table I Comb 3
to-noise latio iu the turn azoum:l channel.

13-Z2

Carrier
Phase

Deviation

0. 7 Radians
1.3 Radians

0. 2 Radians*

0. 7 Radians
I.3 Radiarm

1.3 Radians

0.8 Radians
1.3 Radians

0o 8 W__di.m!a

1.4 Radiams

1.3 Radians

.7 Radians

TBD

Carrier

Deviation
Ratio

0.17

0.37

2.0

0.17.

0.37

and with a high signal-

D
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Table 13-12. CSM to MSFN S-band transmission

combination summary (FM modes).

2272.5 Mc

Carrier

Combination

2

Information

Playback Voice at 1:1

Playback CSM

51.2 KBPS TM at 1:1

Scientific Data

Playback at 1 :l

Playback Voice at 32:1

Playback CSM

1.6 KBPS TM at 32:1

Scientific Data

Playback at 32:1

Playback LEM

1.6 KBPS

Split Phase TM at 32:1

Television

Real-Time

Scientific Data

Modulation

Technique

FM at Baseband

PCM/PM/FM

FM/FM

FM/FM

FM/FM

FM atBaseba_

PCM/PM/FM

Subcarrier

Frequency

FM/FM

FM/FM

FM/FM

FM at Baseband

FM at Baseband

FM/FM

FM/FM

1024 kc

95 kc

125 kc

165 kc

1024 kc

95 kc

125 kc

165 kc

95 kc

125 kc

165 kS

The third major system of the STADAN is the transportable Range

and Range Rate Tracking system which complements the Minitrack net-

work by providing improved tracking data for space probes, launch

vehicles, and satellites in highly elliptical orbits .....

Minitrack

General Description. Minitrack comprises an organization of

fixed ground stations located throughout the world, which provides a

means of precision tracking, command and telemetry reception of

satellites and space probes.

Tracking Function. Minitrack performs angular position measure-

ments versus time as a transmitting satellite passes through the beam

13 -Z3
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Table 13-13. CSM to MSFN S-band transmission

combination summary (PM mode).

2287.5 Mc

Carrier

Combination

5

6

7

8

Information

Carrier

Voice

51.2 KBPS TM

Carrier

PRN

Voice

51.2 KBPS

Carrier

PRN

Voice

1.6 KBPS

Carrier

Voice

1.6 KBPS

Carrier

1.6 KBPS

Carrier

Key

Carrier

PRN

Carrier

Backup Voice

1.6 KBPS TM

Carrier

PRN

1.6 KBPS TM

Modulation

Technique

FM/PM

PCM/PM/PM

PM On Carrier

FM/PM

PCbl/PM/PM

PMOnCarrier

FM/PM

PCM/PM/PM

FM/PM

PCM/PM/PM

PCM/PM/PM

Subcarrier

Frequency

1.25 Me

1.024 Mc

1.25 Mc

1.024 Mc

1.25 Mc

1.024 Mc

1.25 Mc

1.024 Mc

1.024 Mc

AM/PM

PM On Carrier

PCM/PM/PM

PM On Carrier

PCM/PM/PM

512 kc

1.024 Mc

1.024 Me

pattern of the receiving antennas. This is basically accomplished by

phase comparison of received signals from four antennas. One pair

separated a known distance along an East-West base line and the other

pair separated on a North-South base. Five other antennas are used to

resolve angular measurement ambiguities.

a. Receiver System (Tracking)

The Minitrack Receiver is a seven channel triple conversion

superheterodyne tunable over the 136 to 137-megacycle range

in one-kilocycle steps. Six channels carry satellite tracking

information and one is used for aircraft calibration ofthe

system.

13 -24
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Table 13-14. LEM up-link S-band transmission

.......... combinations summary.

Combination

I

2

3

Information
=.

Carrier, PRN

Carrier, Voice

Carrier

PRN

Voice

Modulation

Technique

PM on Carrier

FM/PM

PM on Carrier

FM/PM

Subcarrier

Frequency

30kc

30 kc

Carrier

Phase

Deviation

J.

0. 37 Radians

1.4 Radians

0. 37 Radians

1.4 Radians

Table 13-15. MSFN to CSM S-band transmission

combinations summary.

2106.4 Mc

Carrier

Combinations

1

2

3

4

-- . Information

Carrier, PRN

Carrier, Voice

Carrier, Up-Data

Carrier

PRN

Voice

Carrier

.. PRN

"--Up-Data

Carrier

PRN

Voice

Up-Data

Carrier

Voice

._ Up-Data

Carrier

Voice Backup

Modulation

Technique

PM On Carrier

FM/PM

FM/PM

PM On Carrier

FM/PM

PM On Carrier

FM/PM

PM On Carrier

FM/PM

FM/PM

FM/PM

FM/PM

FM/PM

_hc_.arrier

Frequency

30 kc

70 kc

30 kc

70 ke

30 kc

70 kc

30 kc

70 kc

70 kc
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Tab|e 13-16. $TADAN ground stations system equipment.

TELEMETRY
ANTENNAS

COMPUTERS

FT D_H AUTOTRACK

40 FT' DISH AUTOTRACK

136 MC SATAN AUTOTRACK

138 MC YAGI MANUAL

PB-250

TELEldZTRY
RECEIVERS

PCM

RECORDERS

VHF
COMMAND

SPECIAL PURPOSE

DIVERSFI_ TELEMETRY

.MO_ | TELEMETRY

PHASE DEMODULATOR

200 KBPS CAPACITY

8 CHANNEL TAPE

8 CHANNEL PAPER

S CHANNEL OPTICAL

E NCODER CONSOLE

250 WATT AM

2.5 KW AM

5.0 KW AM

148 MO 23 DB ANTENNA

148 MC 10 DB ANTENNA

MOTES:

1. AUTOTRACK RECEIVERS AND PROGRAMMERS ARE

PROVIDED AS PART OF THE BASIC TELEMETRY

ANTENNAS AS APPROPRIATE.

L DFVERSITY TELEMETRY RECEIVER MAXIMUM BAND-

WIDTH IS $ MC IF (1.5 MC BASEBAND).

Io MOD I TELEMETRY RECEIVER MAXIMUM BANDWIDTH

IS I MC IF (500 KC BASEBAND).

410 PHASE DEMODULATOR MAXIMUM BANDWIDTH IS 400 KC

IF (200 KC BASEBAND). NEW UNITS HAVING A 3 MC IF

BANDWIDTH (1 MC BASEBAND) ARE BEING DEVELOPED,
BUT QUANTITn_S PER STATION ARE NOT FINALIZED.

S,

O.

7.

it.

. II I. I , !- I- I, I, I- I- I-I

TAPE RECORDER BANDWIDTH - 350 KC.

PAPER RECORDER BANDWIDTH - 100 CPS,

OPTICAL RECORDER BAND_qDTH - 4800 CDS.

TRANSMITTER RESPONSE - PCM/AM/AM TO
1200 CPS MOD RATE.

SPECIAL PURPOSE RECEIVERS HAVE VAP.IOU8
PLUG-IN BANDWIDTH MODULES WITH A _AX-

]MUM BANDWIDTH OF I MC.

13-2.7



b. Timing System

The present frequency standard is the Hermes I-IE-i01C one

megacycie oscillator. This oscillator exhibits a stability of

five parts in 1010.per day. This degree of stability makes

possible a time drift of less than one millisecond per day.

Data Acquisition Function.

a.. General

Satellite telemetry is processed through a receiving system

separate from the tracking facilities.

b. Nine Yagi Antenna 136 Megacycle

These antennas are located at all tracking facilities. Each

Yagi is made up of a half-wavelength folded driver above a

reflector element plus six directors to collimate the energy.

The entire structure is mounted on a. remotely controlled

azimuth and elevation rotator system atop a 13.5 foot tower.

Eight of the Yagis are used for telemetry reception and a

centrally located Yagi is used to transmit command signals

to the satetlltes.

The antenna scans through a 740 degree sector in azimuth

and a+80 degrees from vertical at 1 RPM. A gain of I9.2 db

is realized. The polarization is either linear or circular.

c. Sixteen-Yagi Array 136-Megacycles

This system is similar to the eight element system except

that a gain of 22,4 db is realized. These systems are to be

found at three of the network stations all in the southern

hemisphere.

d. Receiver System

The Telemetry Receiver is a triple-conversion receiver with

IF outputs brought out after each conversion stage. The

second and third IF stages each provide two selectable band-

widths, making a total of five prediction bandwidths from

10 kc to 1 me. Each IF amplifier provides AM and FM

detection.

13-28
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e. Preamplifiers

Both vertical and horizontal polarizations from the data

acquisition antenna are fed through notch filters into a low

noise, dual channel preamplifier mounted at the base of the

antenna tower. The purpose of the notch filter is to reject

the command frequency. The preamplifier establishes the

system noise figure at about 2.5 to 3.5 db.

f. VHF Transmitter

A 242G Collins transmitter is used at the ground stations.

The transmitter is crystal controlled and AM modulated. It

may be operated over the frequency range from 108 to 152

megacycles. Special external coders are used to supply the

modulating signal necessary to actuate the proper satellite

command functions. An output power of 200 watts is

available.

g. Digital Command Encoder

The digital encoder portion of the system permits 20 com-

mands and is capable of working at a post-detection signal

Data Acquisition Facilities (DAF). Some satellites launched by

NASA, and many to be launched in the future, use very wide bandwidths

for transmission of telemetry to the ground station. This condition led

to the development of the DAF. This system is required for reception

of such satellites as the Numbus series, the Orbiting Astronomical

Observatories and the Eccentric Geophysical Observatories.

a. Data Acquisition Antenna

The main antenna for the station is an 85-ft diaineter parab-

oloid of revolution with a focal length of 36 feet on a x-y type

mount. The antenna is capable of tracking at rates from

zero to three degrees per second, with accelerations up to

five degrees per second per second. The pointing accuracy

is + 2 minutes of arc.
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b. Antenna Feed Systems

The antenna feed has been equipped to provide autotrack

capability on 136, 400 and 1700 megacycles and a telemetry

feed for 235 megacycles (in support of the TIROS weather

satellite). It is a monopulse system employing three feeds.

The polarization is either linear or circular.

c. Tracking Receivers

The installation provides tracking receivers for the 1700 and

136-megacycle bands. For tracking at 400-megacycles,

down conversion to 136-megacycles is necessary.

d. 17.00 and 136-Megacycle Telemetry Receivers

These receivers are provided to demodulate the AM or

FM carrier.

e. Command System

The transmitter is capable of 2.5 kilowatts of power and may

be operated on four different spot frequencies in the !Pn _,,

155 megacycle range. The disk-on-rod command antenna is

a broadband device with a 12 db gain over the 120 to 155

........ 1 - 1- .- _1 rr'_l_ I,J._f.U _$J.I.I...I.L,_ I.._,l..I.,_._ .t O,,._.L_I..I._:_11ucgd._y,.;.,._ ua.u. ±,.Le encoder .... -' .... -"-_ 30 ............. : ....

in frequency from 450 to 7700 cycles and pulses varying

from 1 to Z0 milliseconds.

Goddard Range and Range-Rate System. This system measures

the phase difference between the transmitted and received cw signal.

A spacecraft transponder is necessary. This phase difference can be

converted to the range and velocity of the satellite being tracked.

Each range and range rate station employs two distinct systems,

an S-band system and a VI-IF system. For use with the S-band system,

a three-channel ranging transponder is installed in the satellite. This

permits tracking computations from data supplied by a single ranging

station, or computations from data supplied simultaneously by a com-

plex of two or three stations. The VHF system is used primarily for

acquisition, but is also used for ranging When the spacecraft cannot

carry the S-band transponder. In this case, a VHF transponder will

13-30
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be used which functions as a command receiver, telemetry transmitter,

and single channel ranging transponder.

The systems are transportable. A typical range and range-rate

station consists of one van containing receiving equipment, one van con-

taining transmitting equipment, two transportable automatic tracking

antenna systems, two transportable diesel generators, and simple

fixed antennas as required for communications and WWV reception.

The S-band transmit receive system transmits ranging signals at

one of three frequencies in the 2271-megacycle range, and receives

the resultant signals from the spacecraft at a frequency of 1705 mega-

cycles. The S-band antenna system is an automatic tracking type, with

separate parabolic reflectors for transmitting and receiving. These

antennas have gains of 35 and 33 db respectively. The transmitted

power is either one or ten kilowatts.

The VHF transmit-receive system transmits ranging signals to

the spacecraft at a frequency of 148 megacycles, and receives the

resulting signals from the spacecraft at a frequency of 136 megacycles.

A single slotted antenna array is used ior both trau_n_i_lu_ a,d _=_=iv-

ing. This antenna has a gain of 19 db. The transmitted power is either

one kilowatt or ten kilcwatts.

.

.
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14.0 HEAT REJECTION SYSTEM

14. I INTRODUCTION

The heat rejection system of a spacecraft is a major weight item,

and for high power systems may be the predominant one. The large

number of variables involved in the design of a radiator-condenser

design problem are considered in the following sections.* Minimum

weight heat rejection systems can only be determined when all the

design parameters are simultaneously considered.

14. Z PRESSURE DROP

14.2. 1 Condensing Systems

Viscous drag is the mechanism by which condensate is removed

from a radiative condenser. The working fluid enters the radiator-

condenser as saturated vapor, and is condensed at substantially con-

stant temperature by being subjected to a constant heat flux throughout

the length of the tube. After the working fluid has been completely

condensed it may be subcooled to reduce the possibility of pump cavi-

tation, and in the case of turboelectric systems, to provide a low-

temperature bearing and alternator coolant.

The design of a minimum weight condensing radiator requires

an accurate prediction of the pressure drop associated with condensing

in the radiator tubes. This must be done with some precision since a

loss of static pressure in the condenser tubes lowers the (saturation)

temperature of the working fluid, resulting in a drop in radiating power.

Many investigators have correlated pressure drop data for two-

phase flow in tubes. Of these, the correlation of Lockhart and

Martinelli I is probably the best and most widely used. They were able

to correlate pressure drop for two-phase, two-component flow in the

non-dimensional form:

_:"Section 14.0 is in large part due to "Energy Conversion Systems

Reference Handbook, Volume X, Reactor System Design," Electro-
Optical Systems, September 1960.
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whe re

and

TPF g g'

(-d-_-) T pF =

a(_)
g

%

two phase frictional pressure gradient,

pressure gradient per unit tube length of
the gas (vapor) phase alone,

dimensionless parameter which

g

pressure gradient per unit tube length
of the liquid phase alofle.

(14-I)

The experimental data of Lockhart and Martineiii were plotted

g

for different combinations of flow regimes,

e.g., viscous liquid-turbulent gas (viscous-turbulent), and turbulent

liquid-turbulent gas. While these correlations were for two-component

flow, extension of these correlations to boiling or condensing (i.e.,

two-phase one-component flow) has been suggested by Martinelli and

Nelson 2 and has been tested with some success. In support of this

extrapolation, lVlcAdams 3 has found that friction arising from transfer

of momentum between phases of a one-component system was of little

importance under his experimental conditions. Furthermore, Lockhart

and Martinelli stated that their correlation was independent of flow

mechanism, whether mist, annular or stratified flow existed. Unpub-

lished experimental work being conducted by Atomics International and

14-Z
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its subcontractors indicates that these correlations predict reasonable

values for condensing pressure drop in tubes.

The Lockhart and Martinelli correlation for viscous-turbulent

flow is reproduced in Figure 14-1. In the range of interest this can be

represented by

!
qbg = 1.76 x 0.0825 (14-2)

!

P
|
|
m

g

g
il

g

whe re

By combining Equations (14-1), (14-2), and (14-3) with the appropriate

values of (dP/d_).. and inte_ratint the resultinf expression to account
15

for the changing flow conditions throughout the length of the tube, an

expression for the frictional pressure drop can be derived. 4 The

result is given by:

:TPF N1,684D4. 684 (14-4)
Pggc \ p _ tag]

,g

whe re

W T =

Ftg =

_tl =

" N =

D =

weight flow

viscosity of vapor

viscosity of liquid

number of tubes

inside tube diameter
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0.1

0.001

Figure 14-1.

- /
-- /
- . .... +0.0825
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/
/

/
/

I VISCOUS LiQUiD
I TURBULENT GAS

-/
!

1.5 2

Correlation of Lockhart

and Martinelli for two-

phase flow.

g "-

P! =

gc =

density of vapor

density of liquid

gravitational constant

Any consistent system of units may be used.

In addition to the frictional pressure drop given by Equation

(14-4), there is a pressure rise due to the momentum loss of the high

velocity mercury vapor as it traverses the condenser tube. Since the

fluid velocity is essentially zero at the exit of the condenser this is

given by:

14-4
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outlet
2l"

= / P udu = - U
(AP)M J inlet Pg o

(14-5)

or for parallel flow through N tubes

(AP) M -_pggcD4N2/ (14-6)

where the negative sign indicates a pressure rise. Equations (14-4)

and {14-6) can be used to calculate the pressure drop in condensing

radiators.

14.2.2 Non-condensing Systems

In non-condensing systems, which reject heat by cooling a liquid,

the pressure drop is predicted by the Fanning friction equation: :

I
I

I

-,r _-

u.JE ¢.,J. u. I-'

dl gc D

where the friction factor,

-0.25
f = 0. 079 Re

f, is given by

where R e is the Reynolds number.

For flow through N tubes in parallel:

I. 75 O. 25
AP W T F

= 0. 242
g

N 1. 75D4.75 p gc

IIA _

(14-8!

(14-9)

Equation (14-9} gives the pressure drop for a non-condensing

radiator.
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14.3 HEAT TRANSFER

For typical spacecraft radiators the controlling thermal resist-

ance is conduction and radiation in the radiating fin itself. Condensing

and forced convection coefficients are ordinarily orders of magnitude

greater than radiator coefficients. Therefore, the preliminary designer

need only consider heat transfer in the fin. 4, 5 Heat transfer from the

working fluid to the fin is a second-order effect and must eventually

be treated in some detail.

14.3. 1 Temperature

Radiant heat transfer is described by the Stefan-Boltzmann

equation:

Q = t_r (T 4 _ T4sink ) (14-10)

whe re

Q

c

cr

T

Tsink

= radiative power (Btu/hr-ft Z)

- -_urface e____issivtty

= Stefan-Boltzmann constant = 0. 171 x 10 -8

Btu/hr_ftZ_°R4

= radiating surface temperature (OR)

= radiative sink temperature (OR)

The exact determination of Tsink is a complicated calculation requir-

ing a detailed knowledge of the specific mission and conditions involved.

A detailed study 6 for a satellite orbiting the earth at a 300-mile alti-

tude, reveals that the effective radiative sink temperature is about 0°F.

This value is sufficiently low in comparison with the range of T under

consideration for space applications as to permit the neglect of this

term. With this assumption, Equation (14-10) is greatly simplified

and reduces to

T 4Q = to" (14-I i)
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Equation (14-11) is plotted in Figure 14-2 for values of _ from 0. Z to

1.0. If solar illumination is incident on the radiator, this too must be

rejected. Thus, the effective radiative heat flux (i. e. , flux of heat

produced by an on board source) is reduced to

Q = co-T 4 - a Hcos e (14-12)
S

whe re

S

H c

= surface absorptivity to solar illumination-

= solar illumination intensity thrBTU-ft 2 )

e = angle between the incident solar illumination
and the normal to the radiator surface

c = surface emissivity

Equation (14-12) is plotted in Figure 14-3 for various solar distances

and normally incident solar illumination with a = 0.18 and e = 0.87. ;:=
s

A quantity termed the fin effectiveness is introduced to assist in

the evaluation of the performance of the tube-and-fin radiator. It is

defined as the ratio of the heat rejected by the fin to that which would

be rejected if the entire fin were maintained at the base temperature.

Expressed mathematically:

oB/z- T4dx
x

•I = (14-13)

g-"HAC B6003 inorganic white paint.

14-7



|

T-

x"

J
k.

b-

1"

t_

>_

Io

I.o ]

0.!

• OR

0.8

0.6

0.4

0.3

800 1200 1600 2000 2400

RADIATING TEMPERATURE, °F

2800

g

i

I

I

I

I
Figure 14-2. Radiative heat flux

versus temperature.
g

whe re

=

1_ =

T
X

X --

fin effectiveness

tube snacin_

temperature at a point on the fin

distance along fin

This equation was derived by Coombs 4 et al, and was solved numeri-

cally on an IBM-704 computer. The results are given in Figure 14-4

as a function of the dimensionless parameter M., defined as:r

BZc_ T 3
Mr = kt (14-14)

where

k = conductivity of fin material

t = fin thickne s s

By using the curve in Figure 14-4, the fin effectiveness may be

evaluated for a given material, geometry, and base temperature (T).

I
|
li

I
I

I

g

g

g

g
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Figure 14-3. Effective radiative heat flux versus

temperature of radiators in direct

sunlight at various solar distances.

14.3.3 Radiator Area Requirements

I

I

I

I

Condensing Systems

For condensing radiators, the tube temperature ren]ains constant

until the fluid is completely condensed. This will be true only if the

static pressure drop is kept small since the condensate and condensing

vapor are always in thermal equilibrium. If this condition is met,

the area requirements for the condensing portion of the radiator can

be obtained by combining Equation (14-4) with the definition of fin

effectiveness.
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Figure 14-4. Fin effectiveness vs radiation modules

Q = ._o-r I AT 4 (14-15)

Figure 14-2 can be used directly to obtain the required area if the c

as shown is considered to be equal to the product, erI.

Non-conHensin_ ,qy_to .r__S

In non-condensing systems (or in the subcooling section of

condensing systems) the radiant heat rejection is accompanied by a

sensible heat loss of the fluid. The temperature decrease of the

fluid results in temperature gradients both perpendicular and parallel

to the direction of fluid flow. This complicates the analysis, but by

combining the model of the condensing (constant temperature) fin with

that of a radiator which experiences a coolanttemperature drop, an

expression can be derived to give the area requirements for the tube-
4

fin configuration. The result is given by:

Q

whe re

Q

T.

in

T
out

4

= rlo-_ Tef f (14-16)

radiative power (Btu/hr-ft 2)

fluid temperature into radiator (OR)

fluid temperature out of radiator (OR)
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T
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zn out

+ + Tout Zin out

1/4

and

*1 = fin effectiveness (evaluated at Tell)

Figure 14-4 can be used with M R

also based on Tel f.

Equation (14-16) is plotted in Figure 14-5 for various values of T. m

and AT This figure can be used to determine the area requirements

for the non-condensing radiator.

'" 3"4 EmissiviV_ " -

Since metals in general have low emissivities, they are not

good r_diadng -urfal:=,,. Tu ,_du_= w=ighL, [L ,,_=y b=_.u,_= ,_=_=o_=, y

to apply a surface coating of a high-emissivity material. A survey of

the literature indicates that certain ceramic coatings, such as_AIz03,

Zr02, and ZrSi04, are attractive from the standpoint of high-emissivity.

Figure 14-6 presents emissivity data for various oxidized metals

as a-function of temperature. 7 The curve for mild steel shows this

material to be attractive but the high weight associated with steel fins

precludes them from consideration in this temperature range.

14.4 RADIATOR SPECIFIC WEIGHT

An optimization procedure has been applied to condensing heat

rejection systems over a power range of 100 to 300 kilowatts electri-

cal and using sodium, rubidium, and potassium working fluids. The

condensing temperature was taken to be three quarters of the boiling

temperature to minimize the radiator area. The specific weights of

the optimized radiators are shown in Figure 14-7.
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4-6
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Line/Item

Line 16

Line Z

Line 5

].Ant S

Reads:

Should

read:

Reads"

Shoutd

read"

Reads:

She utd

read:

Reads"

Shoutd

read:

Correction

photon to electron connector

The shot noise power is given by

The shot noise power as given by

idc = tstl b + Gi d

idc = is + ib + Gid

Nt_ I :- Zq B [ C_-2_ Po \ h _ s + _ Pb + id) Rh _ L

= {Gnq +G_ag - Gid) RLNil Zq BoG \ h_, Ps 1>, Pb +



Page Line/Item] Correction

4-6 Line 16 Reads:

4-8

4-8

s Ps)2

o s hv B.
1

Should

read:

S
N= Z B

( )( ) oZ qB qq p + t]q Pb + [d _ Bo _ s I-_ + t]q Pb .
I

Line 15

Line !7

Reads: [p = p. [Ol]q_J.n k'-fU_/ -- D P.In

Sho u id

read: [ : p. [Gr]q_ _ D P.
p jn \-_./ in

Reads:

{D 1 Z [ Ws ) _ gbs)]ip = 1A 2 +_AZ s o +As Ao cos (C0o - t + (d#o

+As AoCOS [(Coo+Co )t+s (*o + %s )]

1 2 1 2
_I_ As cos Z C0s t + _- Ao cos 2 coo t

Sho u ld

read:

p s o s o o

+A A
s o -'- COS O S

1 Z cos 2 COot ]+_A cos Z Co t + I A Zs s Z o

K_

1i !

t..i
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Page

4-10

Line/Iten_

Line 1 3 Reads:

Should
read:

Reads:

Should
read"

Reads:

Correction

For lo\v compound noise

For low background noise

id =DA A cos cos[ + (&o - qb )]s o C°dt _Odt .
4-1Z

4-1Z

4-18

4-18

4-18

Line 6

Line 7

Line 6

Line 9

Line 7

id : DA AS 0

id - 2

DA A
s o

Sho u [d
read:

I DA A
s o

J id- Z

L _ .

Reads:

Should

read :

cos _dt cos [codt I-(%o - dPs)l

cos (¢o - ¢s) - Z

cos (+o - ¢s ) - Z

Reads:

Should
read:

A (k) >-

A (k)

A (k) <

h (k) <

i -,P
s

P
S

1 - P(S)

P(S)

DA A
S O

sin Z COdt sin (%0 - &s)'."

DA A
S O

sin Z COdt sin (q)o - J)s)

1 P
s

P
S

1 - P(S)

P(s)

Reads:

Should

read:

where Ps = apriori probability

where P(S) : a priori probabi];'_.,,,

J

I

1

3



Page Line/Item Correction

4-18

4-18

4--18

Line 1 1

Line 1 3

Reads:

Sho u Id

read:

Reads:

P (VsN = k T) 1 - Ps

A(kT) = P (VN = kT) - Ps

A(kT) =

P(VsN = k T) i - P (S)s

P(V N : k T) P (S)
s

k T

(gs, T + IXN, T )

k T

(_tN, T )

exp {- (_Xs, T

k!

+ gN, T )}

Shou!d

read:

k T

b_ ± IN_ -t

Reads:

exo _- (a _ + Ix.... )_

k_

k T

(kN, T ) exp {-(gN, T )}

k!

Line 15

Shou Id

read:

k T

_s, T exp

k T

I - P
s

P
s

.t. - .t. _t...._ /

P(S)

1 -P
s

P
s

exp [-(bs, T)I - 1 P(s)P(S)

4



Pagc

4-19

4 -22

4-26

....................... _.

...........................

.i ne i

Line 10

Figure 4--5

Reads:

Sho u ld

read-

Reads:

Should
read-

Reads:

Correction

k T

lls,T + In s

In I fIN, T)

k T
_ts, T + in (1 - P(S))P(S)

+ Ils, T\

signal-to-noise ratio equipment for a

signal-to-noise ratio requirement for a

SIGNAL PL.1JS NOISE

RIGHT CHAN';ZL INPUT(_'_"[

NOISE

DETECTOR

DETEC-[OR

DIFFERENCE _ Z
AMPLIFIER

Z= X-Y



Page Line/Iten_ Correction

4-Z6

4-29

Figure 4-5

(Cont)

Shoutcl

read"

SIGNALPLUSNO,SE ._. [
F_o

RIGHT CHANNEL INPUT _ _J

NOISE

LEFT CHANNEL INPUT "_-J _ _1

DETECTOR

_TF_T_R

I DIFFERENCE

AMPLIFIER _ Z

Figure 4-6 Reads: IO

I0"1

0

r_

Z
0

F-

IO"2

F-

.A

O. 10 °3

10_4

I
EXACT ANALYSIS

.... GAUSSIAN APPROXIMATION

NUMBER OF

SHOT NOISE

PHOTOELECTRONS

4 8 12 16 20

NUMBER OF SIGNAL PHOTOELECTRONS, _=B

\
\
\

24 28

0

B

m
!

|

a

B

L_
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Pa_e

4-29

6-2

6-3

6-11

I

f

Line/I!: enl

]_'igure 4-6
(Cont)

i,ine 8

Line Z5

Correction

Shou kl

read :

£
O

Q:

z

o
U
w

N

J

_3

10 --

I0-1

104, ___

,.._

10"3

10"4 I__

"2-

EXACT ANALYSIS

.... GAUSSIAN APPROXIMATION

NUMBER OF

\ \ SHOT NOISE

\___k2 % kk PHOTOELECTRONS
PER DETECTOR

\ PER BIT

_+

": 2" :z ;c. :'c = : zc,

NUMBER OF SIGNAL PHOTOELECTRONS, #s,B

Reads'

Sho u Id

read:

Sm£ n : ]< B T I + T (F-I)o

Reads-

Shou [d

read:

or magic tics.

or magic tees.

In these inixers,

In these mixers,

L+h2e 7 ]Rc a c]._;•

Should

read :

frequency t-in_es T is l.ess than

frequency thnes T is less than
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6-11 Line 21

Table 6- l

Reads:

Shoutd

read:

Superconductors have high resistance

Superconductors have high conductance

Page Line/Item

6-16 Item Z

6-16 Item 6

6-16 Item 7

6-17 i; .... i

6-17 Item 2

Detector

Golay Pneumatic
detector

InSb Wideband

detector using

magnetic field

InSb detector

without magnetic
field

& U|I_%I 111_O

detector

Ge cyclotron
resonance

Column(s) Reads:

Detectivity 4 x l010

Operating Temp (°K) 1.5

1.5

Operating Temp (oK)

Dete ctivity

Operating Wavelength

OperaLing Wavelength

Operating Temp (°I_)

Detectivity

4.0
3. 8 x !011

- (0.5- 8)mn_

(0.66-0. i 5)mln

4,0
O. 7 x 1011

Should Read:

0.3 x 1010

1.8

1.8

4.2
4.5 x !010

0. 1 lmm

(0.66-0. Z)mm

4.2
1012

U

U

m

8
W

W

D

D

c_



Page

6 -47

6 -49

6-50

7-3

7-5

7-6

Line/Item

Line Z8

Line Z

Table

Title

Line Z3

Line 9

Reads:

Should

read:

Line 16

Reads:

Should

read:

Reads:

Should

read:

Reads:

Sho U ld
_ 1

Reads:

Should

read:

Correction

Concerning dynamic resistance and D* for the
materials

Concerning D";' for the nqaterials

detectivities may well be (exceeded)

detectivities may well be exceeded

Table 6-6. Dynamic resistance and detectivities

of candidate photodiode materiats.

Table 6-6. Detectivities of candidate photodiode
materials.

P --optical wavelength

• • • v v ,1

(7-3)

delete equation nmnber

Reads: AF

Should

read: AF

Z_1

X
- _kA®

(7-3)
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7-6 Table 7-I Reads:

Pockels constant r63 , m]V

Ordinary refractive index N
o

Extraordinary refractive
index N

e

Temperature coefficient of
natural birefringence k, °C-1

Dielectric constant ¢, F/m

Loss tangent, tan 6

1o.z× 10-IZ[7-I]

1.51oo [7-z]

1.4684 [7-2]

-51.1 x 1o rv-31
I.-- J

-I0
1.79 x 10 [7-4]

5 x 10-4 [7-4]

I I _,._..,A

I I.......read:

6328 {
................... 63 ......

Ordinary refractive index N
O

Extraordinary refractive
index N

e

Temperature coefficient of

naturaI btrefringence k, °C-I

Dielectric constant _, F/m

Loss tangent, tan 6

e :: !n -I_ I'7 11
v t' *J

i._073[7-4]

1.4670 [7-4]

1.1 x lO-s [7-z]

1. 79 x 10 -10 [7-18]

5 × lO-4 [7-1s]
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D

D
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Pagc Line/_tcrn

7-7 Line 3

7-7 Line 5

7-7 Line 9

7-7 Line 11

7- 7 Line 12

7-7 Line 1 3

Reads:

Should
read:

R e at] s"

Should

read:

Reads"

Sho u Id

read:

Reads"

Sho u [d

read:

Reads:

Sho u ld

read:

Correction

-----(n' - n')
k y x

r =--f- (Ny - N x)

wavek:ngth and n and n are
y x

wavetength and N and N are
y x

2_f 3
F - n E

k o r63

2 _1 3
F - X N Eo r63

coefficient, and E is the applied

• ' " pp[i

n
o

= 147

N =1.51
o

= 1. 05 x 10 -9 cm/vott

-11
= 1.03 x 10 m/volt

r63
Reads"

Should

read:
r63

ii
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7-7 Line 15 Reads: E

7-7

7-7

7-7

7-7

7-7

Line 17

Line 18

Line Z0

Line Zl

Line ZZ, Z3

-Addition

F- 2_ n 3 _3k o r41

Should

read: F- 21rl N 3
- --k--- o r41 E

Reads: n = 1.59
O

Shou[d

read: N = 1.59
O

Reads: r41 = 4. 18 x 10 -10 cm/volt

Sho u l d

read: r41 = 4. 18 x 10-1Z'na/volt

Reads: n := 1.93

Should

read: N = 1.93
O

Reads: r41 = 6.14 x 10 -10 cm/volt

Should

r41 = 6.14 x Io-1Z m/voltread:

Should

read"

"Values shown are "unc[amped" (zero stress) values obtained with DC
or low frequency fields.

D

D

N

D

F

F
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7-8 IRcad s"

Corr ecti(_u_Line/Iten_

Line Z

7-8

7-8

7-8

7-8

7-8

Line 3

Line 6

Addition

Line 7

Line lZ

Addition

Line 13

Should

read:

Reads:

Shou[d

read:

Shou Id

read:

Reads:

8hou[d
read:

Sho u [d

read:

Reads:

Should

read :

- Tr_ g --o 11 3 g12

,2
F = _rlN 3 (g - g Z) _ E

k o ii I

2 )b 44

where gll' g12' g44 are the

where gll' glZ are the

N = Z.Z9
o

I 2 )T glz + g g44
,Ze = 3. 37 x l0 11

(gll glZ ) _
,Z = 1.36 x 10 -15

N =1.55
o

B = 3.3 x 10 -10 cm/volt z

B = 2. 5 x 10 -1z m/vott z

(cm/volt) 2

(m / vo tt)Z

13
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7-9

7-10

7-14

Line/Itena

Line 4

Line 10

Figure 7-4

Reads:

Should

read:

Reads:

Should

read:

Reads:

Correction

o

>.= 6._28 A, requires a s_<rnal roll; go'

V = 9.8 kV, whic]_ is obvi-
m

k = 6328 A, requires an RF signal voltage

: 0 0 VV m 11 kV peak to pc, ak, \vhich Js "_ i-

single strip line.

single strip line.

The two

2
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7-14

7-15

7-15

7-15

Figure 7'4

(Cont)

Should

read:

DIRECTION

OF ANALYZER

t

[110] DIRECTION

"_" At

OF POLARIZATIONDIRECTIONI_ t_, ____'.V._'....))X-K.)X-})y.v.'." _ STRIP LINE

_ _'_CIRCULARLY

POLARIZED BEAM NOTE:
VELOCITIES OF OPTICAL

AND MODULATING FIELDS

MUST BE EQUAL

X/4 PLATE

DIRECTION OF BEAM

Line 8

Line 9

Li1_e 12

Reads :

Should

read:

sin w t and if
n'l

sin 0_ t and if
IYI

Reads:

Should

read:

I = 1/g I ° (1 + F sin w t)
0 n-1

I : 1/g I (1 + F sin _o t)
O O 17!

Reads :

Should

read:

4
ulator provided a suitable

ulator Z provRled a suJf:ab]e

15



l°ag c

7-16

7-16

7-21

7 -Zl

Reads:

Line/Ite_n

Line i

LSnes 13

thru 20

Correction

Figure 7-7

Line ]1

Should

read:

Should

be:

Reads:

Should

read:

Dielectric Po\ver Absorption and

Niodulation ;[{]fficiency. The power

Dielectric Power Absorption.

The power

Deleted

[ood

______&,o ,o,_

+

V COS_O m t V SIN CO m t

_ RING ELECTRODES

[om]

.j.

--_ Dot]

V COS(,O m t V SIN COm !

RING ELECT[_OOES

Reads:

Should

rc'ad:

ill previous paragraph.

in the previous paragraph.

: !

i ;

16



Page Line/Item Correction

7-Z1 Line 19 Reads:

7-26

7-26

7-28

7-31

7-35

7-35

Line 3

Line 14

Line IZ

Line 34

Item 1

Item 4

Should

read:

Reads:

Should

read:

Reads: "

Should

read:

Reads:

_holl Id

read:

Reads :

Should

read:

Reads:

Should

read:

Reads :

Should

read:

distance kin/8 from the center of the modulator,
where km is the

distance kin/8 from the center of the modulator,
where k m is the

polarized upper sideband at frequency

1/Z_ (co +o_ ).
m

polarized upper sideband at frequency

(1/2_) (o_ + O_m).

1/g_ (co - Z_rn ). Moreover

(1/Z_) (co- Z_rn ). Moreover

,.,, (_ I _ ), a_"_
m

quency (l/Z_) (co +corn), " a left-

eter, this frequency limit is about 3 GC
for ADP. 12

eter, this frequency limit is about 3 GC
for ADP. 13

L. P. Kaminow,

I. P. Kaminow,

C. J. Peters, NEREM Record, 1964, p. 70

A. N. Winchell, "Microscopic Characters of

Artificial Minerals, " (John Wiley and Sons,

New York, 1931)

• 2;

17



Page Line /Item

7-35 Item 11

8-19

8 -Z3

9-6

9-6

Line 14

Line iZ

]Equation

(9-10)

Equation

(9- 1Z)

Correction

R. Targ, G. A. hi_ssy,Reads :

Should

read: R. Targ, G. A. MP, ssey,

Reads:

Should

read:

mi. are less than 1 x 10 -5 arcsec/sec

mi. are less than 4 x 10 -2 arcsec/sec

Reads:

Should

read:

TP-649, May 1965.

TP-65-149, May ]965.

Reads :

Should

read:

3 8"-TC 2 2
--e-%

X-

3 "-_ CZ_ z
-- K

4- Z
)v

_A 82 c 2 _2
4 Z

= e k

for Sl_qall value s of

for small v_lues of

3--_c z _z
T 8 az

Reads :

Should

read:

G Z
--=e -6
G

O

o _7
e

G
O

for small values of 6Z

for s_nall va]ue s of 6Z

18
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N

g
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Page Line / Item

9-32 Figure 9- 17

Correction

Reads:

,_,1 ..... 1 1
L.?.L J, ,,J U..L '.J..

read:

70 ..... !

60 ...... _ ....

50 .........

40 -----

30

2O

J ,

85 % E,:FICrENT /_

I I //
I/ /

i //

// l i
///¢

// 4 ...... 1---
/_-.-..---|

.... .........

------ ERROR-FREE GAIN
GAIN WITH RANDOM PHASE ERRORS

RMS PHASE ERROR (RADIANS)
IS 1/500 OF DIAMETER TO

WAVELENGTH RATtO FOR

CIRCULAR PLANAR AP'RAY
OR I/lO00 OF DIAMETER TO

WAVELENG'[H RATIO FOR
PARABOLIC REFLECTOR

I
I it,, I,,,r , t, ,,l ,_

30 40 60 I00 200 400 GO0 lO00

"----1 .....

I

I
I

I
20

DIAMETER/WAVELENGTH

7O

60

50

4O
/ •

85 % EFFICIENT //

/ /

//4///

t / ;
.... / / -

/ 4" !
/ /55%

I /'/" ErF,C,ENT
I ,, /,,,, II

_- --L ....

/_ i_---- ERROR-FREE GAIN

30

20 "
tO

-- GAIN WITH RANDOM PHASE ERRORS•

RMS PHASE ERROR (RADIA;_S)
IS t/IOOO OF DIAMETER TO

WAVELENGTH RATIO E©R

CIRCULAR PLANAR CI{RAY
OR 112000 OF DI#ME FEF,_ TO

WAVELENGTH RATIO FOR
PARABOLIC REPLEC=OR.

20 50 40 GO IO0 2-00 400 600 I000

OtAM E TER/WAVE t ENGTR

19



I_age Gine/Itenq Correction

9-33 Reads:

?o

I I B5% E,'-F_cl E NT _~..._/

55% EFFICIENT : ////

I !,.r

/y

........
----- ERROR-FREE GtdN
-- GAIN WITH !RANDOM PHASE ERRORS

RMS PHASE ERROR (RADIANS)
IS I/2,5OO OF DIAMETER TO

WAVELENGTH R_,TIO FOR

CIRCULAR PLANAR ARRAY
OR I/5.OOO O_ DIAMETER TO

WAVELENGI H RATIO FOR
pt,r_AROL IC F_CFLEC'r0_

Figure 9- 18

60

I
t

I

)
5O

o
z

40

_o//--:--_ .........

I

ZO _..L_

I0 20 30 40 60 I00 200

n,^,J.-'-Tcp ,,,,r,,,c-, rk,z:Tu

400 600 I000

Should

read:

SO

g

40

/

1
85% E'FFICIENT -

56% EFFICIENT

I

20
tO ?0 30 40 GO I00 200

&MEIER/WAVELENGTH

400 600 I000

ff
U

U

r?

u

L;

I:'?

cj

L.:!

zo



Page Line/Itcn_ Correction

9-34 Figure 9-19 Reads:

,o..........7 -I I I /

j
.....'i:RR

I I |

20 L--L-- - --L-_LLLL ' I ! I' , I ,

I0 20 30 40 60 IO0 200 400 600 IO00

DIAMETER/V_AVELENGTH

read:

40

20 30 40 60 I00

DIAME'I ER / Wt*VE LE NSTH

21
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Page Line/.Item Correction

]0-Z Figure Title Reads:

10-3

10-8

10-8

Table 10- 1

Line 19

Line 26

Should

read:

Figure 10-1. Diffraction limit for all types of

telescopes versus aperture for N d light.

Figure i0-i. Diffraction limit for all types of

telescopes versus aperture for ),Tad light.

Reads:

Wave Front Errors
Percent Reduction

RMS Values

0

×117

x/lz

x/10

>.18

10%

15a/c

ZO°/c

Wave Front Errors
Percent Reduction

RMS Vah_e s

0

X./B8

X IZO

k116

},11_

o_

15o/_

z0o/_

Reads :

Should

read:

also increases in difficult \vith very

also increases in difficulty with very

Reads :

Should

read :

It is fairly well established that

It is fairly well established that the

.{.-_

S

8

O
U

.r,"]

b

¢_
},.

()

22
t
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Page Line/Item Correction

10-22 Reads:

10-26

12-2

12-2

12-2

12-2

Equation

Line I

Line 9

Line 13

Line 15

Line 17

Should
read:

Reads :

Should

read:

Reads :

Should

Reads:

Sh ou ]d

be:

Reads :

Should

read:

Reads :

Should

read:

_ 13 f3k.,
max Z

m • ]71

13 f3k

2
m - m

that is provided, the main source of structural
distortion will be the

that is provided. The main source of structural
distortion will be the

xZB

Tb - 2k

I,
u k

k : wavelength (meters)

Deleted

Z
B 0

k a
T -
a Zk

Be A
a a

T -
a k

= TbOTa a

T : T 0aAa b a

23
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Page Line/Item Correction

12-2 Line Z4 Reads:

12-2

12-3

12-II

12-ii

Line 28

Should

read:

X2S
T -
s 21<@

S

Line 2

Line 6

Figure
iZ-13

Add:

Reads:

Should

read:

Reads :

r,1 _ i i

read:

Reads

XZS
T -
s k0

S

k = wavelength (n_eters)

SA
a

T -
a 2k

SA
a

T =
a k

ship(12-7)

ship"'

10 6

z

_J

i
g

D

W
t-

I0 5

I0 4

_o_ __.__.L__J__L_.__

] I l I I I _

_._k_.MATT AND JACOMINI

_ T__ 6_5°_

"l

I0

f, (,c

{
L_

P

r_

C;

24



Page Line/Item Correction

12-]I

]2- ]4

12-16

Figure

12- 13 (Cont)

l._p l? 1 9,

14, 15

Line 6

Should

read:
{06 - ,_{ I l

105

10 4

I

,03. I , 11
l

I } I 1 I

MATT _ND JACOMIN1

{

{
\-{

I I I I { I

IO

f, Gc

attenuation curves are shown in l_'igure 12-17 for

the frequency range 0.5 gcps to 40 gcps for

various values of zenith angle. %'he curves of

Figure 1Z-17 are in satisfactory agreennent with
measured attenuation data.

Should

read: atmosphere of Figure 12-16. Atte_uation curves

are shown in Figure 12-17 for the frequency

range 0. l gcps to i00 gcps for various values

of zenith angle. The curves of Figure 12-17 are

in satisfactory agreen_ent with measured attenua-
tion data and come frorn Reference 23.

Reads: calculated curves of Figure IZ-19 are in essential

agreement with

Should

read: . L.'_
calculated curves of Figure IZ-18 are in essen_]

agreement with

25



Page Line /Itecn Correction

1Z- 16 IZ- 18 Reads:Figure

C1. _-. 1 .'P

read:

500

f
5O

0.5

i

015 1.0

30 ° _ J

5 I0 50

FREQUENCY, GIGACYCLES

5ooI

5.0 8 --

0.5 I.O 5 _ 10 50

26
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Page Line/Item Correction

12-22 Table 12-I Reads:

12-27

12-27

iDia_eter, d
Planet _ (|0 kin)

Mercury 4.84

"Venus 12. 32

Mars 6.66

Jupiter 139.80

Saturn 115. 06

Uranus 3. 72

Moon O. 27

Should

read:

I Dia eter. d

Planet (10 r_ kin)

Mercury 4.84

Venus 12. 32

I ¢¢lars t_ 00

Line 1

Line 4

Reads'

Should

read:

Reads:

Should

read"

Distance

fr _u_

F.a r tb, D

:2:1
78; 3

171.8

bZ6, 3 I

1277.0 }

2720.0 l

0. 384

Position of

Plant!t

Greatest

elongation

Opposition

Quadrature

Opposition

Alh_do,

A

0. 058

0. 76

0. 148

0.51

0.50

0.66

O. 072

Effective H ).(peak) 2

(°K) meter "l )

690 5.84 X 10 -ll 4.20

330 6. 04 X 10 -12 8. 7

285 3.75 X 10 -12 10.16

7.76 X 10 -1_

135 3.49 X 10 "1"_ 21.46

120 3.26 X 10 "14 2-t.f,t

90 1.96X 10 -16 32.19

400 2.51 X 10 °7 7.24

l Jupiter 139,80

Saturn 115.06

Uranus 47.5

Moon 3.45

Distance

from

Earth , D
(10 ' kin)

lb. $

62g. 3

1277.0

2720.0

0. 384

Position of

Planet

Greatest

elongation

Og_osition

Quadrature

Opposition

!

Alb "do [ Effective

• ' R'emperature, _1'1 (watt-cm-_ I [e_ I

A (OK) lqXpeak)_ [k_ k [

0.058 690 5.84 X 10 -ll 4.20

0.76 330 [6.04 X 10-121 8.7 ]

0.148 I 285 [3.75 X 10-'_1 10. 16 I

7,76

lo-16 321_ l
3'26 x 1°'13 [

0.51 135 3,49X 10 "13 21.46

0.50 120 X 10 -14 24, 1"4

O, 66 90 l, 96 X ]
0.072 400 X 10 -7 7.24

2.51 [ !

in Figure 12-26 (20) for a 45 ° zenith angle widu

the sun near the zenith.

in Figure 12-26 for a 45 ° Zenith angle with the
sun near the zenith.

S.t<. Mitra \23'(_ estimates the contributions of

various sources of

(20)
S.t<. Niitra esthnates the contributions of

various sources of

<.j
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6

; _Z-27

12-28

12-34

13-3

Line/Item Correction

Reads:

Should

read:

Figure
1Z-26

Title

Line 27

Addition

Footnote

Line 3

Diffuse component of typical background
radiance from 30 krn and sea level zenith

angle 45 °, excellent visibility.

Diffuse con3ponent of typical background

radiance frona sea level zenith angle 45 ° ,

exce Hent visibility.

Reads:

l microlambert - 3.34 x 10 -9 watts ,

Should

read:

-2 -I
crn , steradian

-9
1 rnicrolambert - 3.34 x i0

Should

read: Z3.

-2 -I
watts • cm steradlan

Tropospheric Absorbtion and Noise

Temperature for a Stanc]ard Atrno_n]_ere
T "Xr "_ I _ "1-_ _ .... _ .......... r" "r-)_ -r-., ., ",

at the 1963 PT-GAP International Symposium

July 9-i1 NBS, Boulder, Colorado.

Reads:

Sho u Id

read:

'::Effective focal length.

-';-'Equivalent focal length.

Reads:

Should

read:

with an aperture of 200 inches (although costs

are high for very large

up to an aperture of Z00 inches (although costs

are high for very large

!:

L:-

C

tt_

t

L_

i _ ,

28



i.i
Page

13-4

13-4

13-4

13-5

Line/Item

Line 8

Line 18

Line 34

Reads:

Should

read"

Reads"

Shoutd

read:

Reads:

Should

read:

Correction

the order of several minutes.

would be made as an

Such a dish

the order of twenty minutes. Such a dish
would be made as an

For any detection technique that requires light

arrive at a ground

For any detection technique that requires Hght

to arrive at a ground

a site is operational, addi.tional cost of making

an accurate tetescope

a site is operational, the additional cost of

making an accurate telescope

Line 5 Reads:

Should

read:

by the Smithsonian Astrophysical Observatories
for Baker-Nunn

by the Smithsonian Astrophysical Observatory
for Baker-Nunn

Z9


